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1 Introduction

A topological n-manifold X is a topological space which locally looks like Rn. More pre-
cisely, for every x ∈ X there is an open set U such that x ∈ U ⊂ X and a homeomor-
phism φ : U −→ φ(U). We call (U,φ) a chart. The set of all charts (φi, Ui) such that
∪iUi = X is called an atlas of X. A smooth structure on X is an atlas (φi, Ui) such that
for overlapping charts (Ui, φi), (Uj , φj) with Uij ≡ Ui ∩ Uj ̸= ∅, the transition functions
φj ◦ φ−1

i , φi ◦ φ−1
j : Rn −→ Rn is infinitely differentiable. A topological manifold with a

smooth structure is called a smooth manifold or simply a manifold. One can define the
notion of differentiability of maps between manifolds unambiguosly using a smooth struc-
ture, that is smooth structure allows us to do calculus on a manifold. A diffeomorphism of
manifolds is a bijective map which is differentiable along with its inverse.
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Given a topological manifold, one can ask (1) whether it can be endowed with
a smooth structure and if so, (2) how many non-diffeomorphic smooth structures can the
manifold be endowed with. In dimensions other than four, any compact topological manifold
has a finite number of non-diffeomorphic smooth structures [1]. In contrast, any compact
4-manifold can have countably infinite number of non-diffeomorphic smooth structures.
A typical example of noncompact case is R4 itself which admits an uncountably many
non-diffeomorphic smooth structure [1]. 4-manifolds are important for physics for various
reasons, one obvious reason being general theory of relativity where we work with smooth
4 dimensional spacetime and we would like to know how many choices of smooth structures
we have to work with.

In this exposition, we will be interested in the second question, since in physics we
always work with smooth manifolds. Simon Donaldson’s work gives some partial answers
to the two questions [2–4]. In particular, Donaldson constructed new invariants of smooth
structure on a 4-manifold [2, 5], called the Donaldson invariants, meaning that two diffeo-
morphic 4-manifolds must have the same Donaldson invariants. Equivalently, if two man-
ifolds have different Donaldson invariants, they cannot be diffeomorphic. Thus Donaldson
invariants can be used to distinguish between differentiable structures on a manifold. In
the rest of the exposition, X will denote a compact smooth Riemannian 4-manifold without
boundary. The construction of Donaldson invariants for X roughly goes as follows: we con-
sider the space of all gauge fields Aµ which are 1-forms on X valued in the Lie algebra g of
the gauge group G (see Appendix C for precise definitions) such that the field strength Fµν
which is a 2-form is anti-selfdual, that is Fµν + F̃µν = 0 where F̃µν is the Hodge dual of Fµν
(see (3.26)). These gauge fields are called instantons. We then restrict to gauge inequivalent
instantons, this space is called the moduli space of instantons and is denoted by MASD (see
Appendix D for more details). The next step is the construction of the Donaldson map
µD : H∗(X) −→ H∗(MASD) from the homology1 of X to the cohomology on MASD (see [7]
for some details). For the gauge group SU(2), µD : Hj(X) −→ H4−j(MASD). Donaldson
invariants are then defined on H0(X)⊕H2(X): for ℓ, r ∈ N

(x, S) 7−→ PD(x
ℓSr) ≡

∫
MASD

µD(x)
ℓµD(S)

r (1.1)

where µD(x)ℓ ≡ ∧ℓµD(x) ≡ µD(x) ∧ µD(x) ∧ · · · ∧ µD(x), ℓ number of times. Clearly
the integral is nonvanishing only when 4ℓ + 2r = dimMASD. There is another technical
point in the calculation of the invariants: we need to sum over instanton numbers of the
instanton configurations and fix the second Stiefel-Whitney class of X while performing
the integral. See Section 3.2 for more details. The stunning result of Donaldson says that
PD(x

ℓSr) are rational numbers and in most cases independent of the metric on X. So to
distinguish between smooth structures on X, we need to calculate these invariants with the
two smooth structures and if they are different, Donaldson’s theorem implies that the two
smooth structures are non-diffeomorphic. One cannot say anything if the invariants are the
same, meaning that the Donaldson invariants are not complete invariants of the smooth
structure on X.

1See [6, Chapter 6] for definition of homology and cohomology groups.
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Up until now, our discussion was completely mathematical. Michael Atiyah (who
was Simon Donaldson’s advisor), realising the intimate role of Yang-Mills theory in the
formulation of Donaldson invariants, posed a question to physicists: What is the physical
interpretation of Donaldson invariants? Edward Witten rose up to the challenge and in
1988 came up with a physical formulation [8] of Donaldson invariants: these are simply the
correlation functions of appropriate operators of a certain quantum field theory2 (QFT),
called the Donaldson-Witten theory, giving a path integral representation for the invariants.
In this exposition, we will only describe the Donaldson-Witten theory but this is not the
end of the story.

In his landmark paper [8], Witten introduced the idea of topological twisting to
construct topological quantum field theory (TQFT). Roughly speaking, a TQFT is a QFT
in which the partition function and some of the correlators do not depend on the metric.
Topological twisting3 when applied to certain 4d theories with N = 2 supersymmetry give
us TQFTs.

This exposition is organised as follows: In Section 2, we explain TQFTs and describe the
topological twisting procedure. We then discuss the particular TQFT – Donaldson-Witten
theory studied by Witten to relate to Donaldson invariants in Section 3. In the appendices,
we describe some of the details of the construction, definitions and set up some notations.

2 Topological Quantum Field Theory

Let X be a compact, connected Riemannian 4-manifold with metric gµν . Suppose we have
a quantum field theory (QFT) with fields {ϕ} and action functional S[ϕ]. The partition
function of the theory is defined as

Z =

∫
[Dϕ]e−

1
ℏS[ϕ] (2.1)

The correlation function of operators O1, · · · ,On is

⟨O1 . . .On⟩ =
1

Z

∫
[Dϕ]O1(ϕ) · · ·On(ϕ)e−

1
ℏS[ϕ] (2.2)

In general, the action might depend on the metric gµν . The quantity that measures this
dependence is the energy momentum tensor4

Tµν =
δS

δgµν
. (2.3)

2To be more precise topologically twisted N = 2 pure SU(2) supersymmetric Yang-Mills theory. See
Section 3.1 for more details.

3There are other ways of twisting in other dimensions and more number of supersymmetries but in this
note we will restrict to twisting of 4d N = 2 theories.

4In general relativity, the energy momentum tensor is defined with an extra factor of 4π/
√
g where

g = detgµν . This will not be important for our discussion in this section.
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In quantum theory the dependence of the action on the metric is measured by the expec-
tation of the energy momentum tensor:

⟨Tµν⟩ =
1

Z

∫
[Dϕ]

δS

δgµν
e−

1
ℏS[ϕ] = −ℏ

δ logZ

δgµν
. (2.4)

In general the expectation value ⟨Tµν⟩ ≠ 0 and hence the partition function also depends
on the metric.

Definition 2.1. A topological quantum field theory (TQFT) is a special type of QFT in
which the partition function and some of the correlators do not depend on the metric. In
particular

⟨Tµν⟩ = 0. (2.5)

There are two types of TQFTs:

1. TQFT of Schwartz type: the action does not depend on the metric (classically), that
is, there is a classical symmetry associated to varying the metric. We construct these
TQFTs in a way that this classical symmetry does not suffer anomaly meaning that
the measure [Dϕ] remains invariant under a change in the metric.

2. Cohomological TQFTs or TQFTs of Witten type: the classical theory may have metric
dependence but the partition function is metric independent. This is achieved by a
highly nontrivial procedure introduced by Witten [8] called topological twisting and
will be the main focus of this exposition.

2.1 Witten type TQFTs

We start with the following data for Witten type TQFTs:

Data:

1. A theory of fields {ϕ} which are a collection of Grassmann even and odd fields with
action S[ϕ].

2. A scalar non-anomalous symmetry5 δ of the action, that is δS[ϕ] = 0.

Assumptions:

1. The symmetry δ is Grassmannian. That is it maps Grassmann even fields to Grass-
mann odd fields and vice versa. Moreover δ does not change the spin of the field.
This QFT thus does not satisfy spin-statistics theorem since integral spin fields may
be Grassmann odd.

2. Tµν = δGµν for some Grassmann odd field Gµν .

3. There is a set of operators {Oi} such that δOi = 0.
5By scalar symmetry we mean that the generator δ of the symmetry transforms as a scalar under the

Lorentz group.
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4. δ2 = LV where LV is some scalar symmetry of the theory: LV S[ϕ] = 0. This notation
just means that LV is the Lie derivative along a vector field V .

Note that although we do not require the scalar symmetry δ2 = 0, in cohomology theory
assumption 2 and 3 would simply be that Tµν is δ exact and there are some δ-closed
operators. Infact since δ2 = LV , we would be dealing with what is called equivariant
cohomology but it is not the focus of this exposition. These assumptions have a remarkable
consequence: The partition function Z and the correlators ⟨Oi1 · · ·Oin⟩ of δ-closed operators
is metric independent. Indeed

δZ

δgµν
=

∫
[Dϕ]e−

1
ℏS[ϕ]

(
−1

ℏ
δS

δgµν

)
= −1

ℏ

∫
[Dϕ]e−

1
ℏS[ϕ]Tµν

= −1

ℏ

∫
[Dϕ]e−

1
ℏS[ϕ]δGµν

= −1

ℏ

∫
[Dϕ]δ

(
e−

1
ℏS[ϕ]Gµν

)
= 0,

where we assumed that δ is non-anomalous and the fields die on the boundary. Similarly
using the fact that δOik = 0 and Z is metric independent, we have

δ

δgµν
⟨Oi1 · · ·Oin⟩ = 0. (2.6)

Suppose O = δΣ for some operator Σ, that is, O is δ-exact. Then it is easy to see that

⟨O⟩ = 0

⟨OOi1 · · ·Oin⟩ = 0
(2.7)

for δ-closed operators Oik . Thus any δ-exact operator is not relevant since all its correla-
tors are zero. Thus the relevant operators are δ-closed operators modulo δ-exact i,e the
cohomology class of δ:

Topological operators ≡ Ker δ
Im δ

. (2.8)

Note that this definition does not make sense unless Imδ ⊆ Kerδ. Since δ2 = LV , we only
consider operators which are invariant under LV to make sense of the definition above.

2.1.1 Descent procedure

Given O a topological operator and γn a representative from the nth homology class of
X, that is an n-dimensional submanifold of X. Then we can define a new topological
operators WO

γn using descent equation which we now describe. Recall that T0µ = Pµ is the
momentum operator which generates translations on X. It is represented on fields by the
partial derivative Pµ = −i∂µ. Put Gµ ≡ G0µ so that

Pµ = {δ,Gµ}. (2.9)

Define
O(n)
µ1...µn =

[
Gµ1 ,

[
Gµ2 , · · · [Gµn ,O]ϵ

]
ϵ

]
ϵ
, n = 1, . . . , 4. (2.10)
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where [., .]ϵ is the graded commutator, that is, anticommutator if both the operators are
fermionic (ϵ = −1) and commutator otherwise (ϵ = 0). Now since Pµ is Grassmann even,
Gµ is Grassmann odd, which means O

(n)
µ1...µn is a completely antisymmetric tensor. Thus

O(n) ≡ O
(n)
µ1···µndx

µ1 ∧ · · · ∧ dxµn (2.11)

is an n-form. Now

dO(n) = ∂µO
(n)
µ1...µndx

µ ∧ dxµ1 ∧ . . . ∧ dxµn

= i
[
Pµ,O

(n)
µ1...µn

]
ϵ
dxµ ∧ dxµ1 ∧ · · · ∧ dxµn

= i
[
{δ,Gµ},

[
Gµ1 ,

[
Gµ2 , · · · [Gµn ,O]ϵ

]
ϵ

]
ϵ

]
ϵ
dxµ ∧ dxµ1 ∧ · · · ∧ dxµn

= i
[
δ,
[
Gµ,

[
Gµ1 , · · · [Gµn ,O]ϵ

]
ϵ

]
ϵ

]
ϵ
dxµ ∧ dxµ1 ∧ · · · ∧ dxµn

= iδO(n+1)

where we used the Jacobi identity multiple times. The equation

dO(n) = iδO(n+1) (2.12)

is called the descent equation. Now define the operator

WO
γn ≡

∫
γn

O(n). (2.13)

Using the descent equation, we have

δWO
γn =

∫
γn

δO(n) = −i
∫
γn

dO(n−1) = −i
∫
∂γn

O(n−2) = 0.

since ∂γn = ∅ for the homology class. If γ̃n = γn + ∂γn+1 then by Stokes’ theorem

WO
γ̃n

=

∫
γn

O(n) +

∫
∂γn+1

O(n)

=WO
γn +

∫
γn+1

dO(n)

=WO
γn + iδWO

γn+1
.

(2.14)

Thus WO
γ̃n

is same as WO
γn upto a δ-exact operator and hence they are in the same δ-

cohomology class. Thus the operator WO
γn is a topological operator. The descent equation

thus gives us a one-to-one map from the homology classes on X to a family of topological
operators of the TQFT on X. In the coming sections, we will see how the symmetry δ is
intimately connected to supersymmetry via topological twisting procedure.

2.2 Topological Twisting of N = 2 Theories

Suppose we want to put a QFT on a general curved Riemannian 4-manifold. The usual pro-
cedure to promote a theory from flat space to curved space is to define the action using the
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minimal coupling to gravity prescription in which partial derivative ∂µ changes to covariant
derivative with Levi-Civita connection or spin connection6 depending on whether the field
is a differential form or a spinor. But not every 4-manifold is spin (see Appendix C for
definition of spin manifold) and hence any supersymmetric theory does not make sense on
general Riemannian 4-manifold. Topological twisting is a procedure to construct a Witten
type TQFT which can be defined on any general 4-manifold (with some constriants in some
cases) from a supersymmetric theory (see Appendix A for details about supersymmetry)
on R4. A supersymmetric QFT has a larger symmetry algebra, namely the super Poincaré
algebra which is an extension of the Poincaré algebra by fermionic charges, called super-
charges, satisfying the supersymmetry algebra. We are interested in N = 2 theories where
we have a pair of supercharges QαI , I = 1, 2 and their conjugates Qα̇I , I = 1, 2. We will
be working with Euclidean7 signature, so the Lorentz group is SO(4) and spinors are rep-
resentations of Spin(4)∼= SU(2)+ × SU(2)−. In particular α is an SU(2)− index and α̇ is an
SU(2)+ index in the fundamental representation of SU(2). The Euclidean supersymmetry8

algebra is then

{QαI , Qβ̇J} = 2iϵIJσ
µ

αβ̇
Pµ, {QαI , QβJ} = 0,

[Pµ, QαI ] = 0,
[
Pµ, Qα̇I

]
= 0,

[Mµν , QαJ ] = − (σµν)α
βQβJ , [Mµν , Q

α̇J
] = − (σµν)

α̇
β̇Q

β̇J

(2.15)

where Pµ,Mµν are the usual momentum and Lorentz generators, ϵIJ
(
ϵ12 = 1, ϵIJϵ

JK = δKI
)

is totally antisymmetric tensor and is used to lower and raise the capital indices I, J on the
supercharges, σµ

αβ̇
= (σ1, σ2, σ3, i1)αβ̇ where

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
, (2.16)

are the Pauli matrices. Finally

(σµν)
β
α =

1

4
(σµσν − σνσν)

β
α , (σµν)

β̇
α̇ =

1

4
(σµσν − σµσµ)

β̇
α̇ (2.17)

where σµ = (−σ1,−σ2,−σ3, i1). The indices α, α̇ are raised and lowered using ϵαβ =

−ϵαβ = ϵα̇β̇ = −ϵα̇β̇ = i(σ2)αβ . There is another SU(2)×U(1) symmetry where SU(2) acts
on the indices I, J and U(1) acts by a global phase. This is called the R-symmetry. The
total symmetry group of the theory is thus

Γ = SU(2)− × SU(2)+ × SU(2)R ×U(1)R. (2.18)

Under the symmetry group Γ, the supersymmetry generators QαI and Qα̇I transform as
(2,1,2)−1 and (1,2,2)1 respectively.9 The superscript are the U(1)R-charges and is also

6Spinors on a curved space couple to gravity via the spin connection. See [6, Chapter 7] for a more
concrete discussion.

7Euclideanisation amounts to changing v0 → −iv4 of a 4-vector vµ.
8We are considering supersymmetry with zero central charge, see Appendix A for details.
9The notation (2,1,2)−1 means that QαI is scalar under SU(2)+, vector under SU(2)−,SU(2)R and has

charge −1 under U(1)R.
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called the ghost number.

Suppose now we want to define the theory on a general smooth, compact, oriented Rieman-
nian 4-manifold X. As we described above, it is not possible to do so if X is not spin. The
idea of topological twisting is to change the coupling of various fields to gravity according
to their R-symmetry transformation. That is the fields are coupled to the SU(2)+ spin
connection according to their transformation under SU(2)R. This means that we identify
the R-symmetry index I with the SU(2)+ index α̇ and change the covariant derivatives on
the fields in the action accordingly. To be more precise, we identify a new rotation group
Γ′ = SU(2)− × SU′(2)+ where SU′(2)+ ∼= Diag(SU(2)+ × SU(2)R). After the twisting the
indices on the supercharges become QαI → Qαβ̇ and Qα̇I → Qα̇β̇ . This means that the
supercharges now transform as (2,2)−1 and (1,2⊗ 2)1. Thus Qαβ̇ transforms as a vector

Qαβ̇ → G′
µ := (σµ)

β̇αβ̇Qαβ̇ (2.19)

and Qα̇β̇ can be decomposed into its symmetric and antisymmetric part. The scalar

Q := ϵα̇β̇Qα̇β̇ (2.20)

is particularly important since it generates the scalar symmetry δ required in a TQFT of
Witten type. If we define

Gµ := − i

4
G′
µ (2.21)

then using the supersymmetry algebra10 we see that

{Q, Gµ} = − i

4
(σµ)

γ̇αϵα̇β̇{Qα̇β̇, Qαγ̇} = −1

2
(σµ)

γ̇αϵα̇β̇ϵβ̇γ̇(σ
ν)α̇αPν

=
1

2
2δνµPν = Pµ,

(2.22)

where we used (σ̄µ)
α̇β(σν)βα̇ = −2δµν . Moreover

Q2
= 0. (2.23)

Thus we have almost constructed a TQFT of Witten type. We will now implement this
procedure to construct a specific TQFT called the Donaldson-Witten theory which gives a
physical interpretation of the Donaldson invariants.

3 Donaldson-Witten Theory

The topological twisting procedure described above applied to the N = 2 pure supersym-
metric Yang-Mills theory is called the Donaldson-Witten twist. As we will see, after twisting
every field changes to bosonic field and hence makes sense on any general 4-manifold.

10Note that under a symmetry transformation whose classical generator is Ga and the conserved charge
(that is the quantum generator) is Qa, the transformation of fields is related by δωΦ = −iωaGaΦ, [Qa,Φ] =

−iGaΦ where ωa is the parameter of the transformation. See [9, Chapter 2] for more details.

– 8 –



3.1 Donaldson-Witten twist

The field content11 of N = 2 pure supersymmetric Yang-Mills theory is a gauge field Aµ,
two spinors λαI , I = 1, 2 and a complex scalar ϕ. There are three auxilary fields packed
into the symmetric matrix DIJ . Under twisting the fields change as12

Aµ(2,2,1)
0 → Aµ(2,2)

0,

λαI(2,1,2)
1 → ψαβ̇(2,2)

1,

λ̄α̇I(1,2,2)
−1 → η(1,1)−1, χα̇β̇(1,3)

−1,

ϕ(1,1,1)−2 → ϕ(1,1)−2,

ϕ†(1,1,1)2 → ϕ†(1,1)2,

DIJ(1,1,3)
0 → Dα̇β̇(1,3)

0,

(3.1)

On the right hand side the representation is with respect to Γ′ = SU(2)−×SU′(2)×U(1)R.
Note that λαI which was a spinor in the untwisted theory is a vector ψαβ̇ (written as a

bispinor, that is ψµ ≡ (σµ)
αβ̇ψαβ̇ is a vector, see [10, Appendix A] for details), the right

handed spinor λ̄α̇I turns into λ̄α̇β̇ which decomposes as the antisymmetric piece η and the
symmetric piece χα̇β̇ :

η ≡ 1

2
ϵα̇β̇λ̄α̇β̇ = λ̄[1̇2̇] = −λ̄[2̇1̇], χα̇β̇ = λ̄(α̇β̇) ≡

1

2

(
λ̄α̇β̇ + λ̄β̇α̇

)
(3.2)

χα̇β̇ gives rise to a 2-form13 χµν ≡ (σµν)
α̇β̇χα̇β̇ . Note that all fields on the right hand side

are bosonic. Let us now write down the action for the twisted theory. The action is the
same as (A.28) with some crucial changes:

1. Since we are on a general Riemannian manifold with metric gµν , the integral measure
changes

d4x −→ d4x
√
g;

√
g = det (gµν)

1
2 (3.3)

2. We follow minimal coupling to gravity and now since all fields are differential forms,
the partial derivatives change to covariant derivative with Levi-Civita connection.

The action takes the form

S =
1

e2

∫
d4x

√
gTr

(
∇µϕ∇µϕ† + iχα̇β̇σ

µα̇α∇µψ
β̇
α + iη∇α̇αψαα̇ − 1

4
FµνF

µν +
1

4
Dα̇β̇D

α̇β̇

− 1

2

[
ϕ, ϕ†

]2
− i√

2
χα̇β̇

[
ϕ†, χα̇β̇

]
+i

√
2η[ϕ†, η]− i√

2
ψαα̇

[
ψαα̇, ϕ†

])
.

(3.4)

Let us see how we get this action from (A.28). The first term remains unchanged. The
second term becomes

−iλIασµα̇α∇µλ̄α̇I −→ −iψβ̇ασµα̇α∇µλ̄α̇β̇ (3.5)

11See Appendix A for the detailed construction.
12We call ϕ as a complex scalar just because ϕ, ϕ† are two real degrees of freedom in Euclidean signature.

They are not related by complex conjugation.
13To be more precise, a selfdual 2-form, see [10, Appendix A] for details
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Now we have

−iψβ̇ασµα̇α∇µλ̄α̇β̇ = −iψβ̇ασµα̇α∇µ

(
λ̄(α̇β̇) + λ̄[α̇β̇]

)
= −iψ2̇

ασ
µ1̇α∇µλ̄[1̇2̇] − iψ1̇

ασ
µ2̇α∇µλ̄[2̇1̇] − iψβ̇ασ

µα̇α∇µχα̇β̇

= −iϵα̇2̇ψαα̇σµ1̇α∇µη + iϵα̇1̇ψαα̇σ
µ2̇α∇µη − iψβ̇ασ

µα̇α∇µχα̇β̇

= −iψαα̇∇α̇αη − iψβ̇ασ
µα̇α∇µχα̇β̇.

(3.6)

Similarly we can check all other terms. Another thing to note is that ∇µχα̇β̇ contains the
Levi-Civita connection for a 2-form and ∇αα̇η only has the gauge connection since χα̇β̇ is
a 2-form and η is a scalar. We now list the action of the topological charge Q on the fields.
This can be obtained using the supersymmetry transformations of the fields given in (A.27)

[Q, ϕ] = 0, [Q, Aµ] = ψµ,

[Q, ϕ†] = 2
√
2iη, {Q, η} = [ϕ, ϕ†],

{Q, χα̇β̇} = i(F+

α̇β̇
−Dα̇β̇), {Q, ψµ} = 2

√
2∇µϕ,

[Q, D] = (2∇ψ)+ + 2
√
2[ϕ, χ].

(3.7)

where ψµ = (σµ)
αβ̇ ψαβ̇ and F+

α̇β̇
= (σµν)α̇β̇ Fµν is the self-dual part of Fµν (see [10, Ap-

pendix A] for details). Observe that[
Q,
[
Q, Aµ

]]
= 2

√
2∇µϕ (3.8)

that is Q2 is a gauge transformation. One can check this for other fields as well. This might
seem to contradict Q2

= 0 of (2.23) when central charge is 0. This is because the fields
above are in the Wess-Zumino gauge and supersymmetry takes us out of the gauge giving us
gauge equivalent field configurations. Thus Q2 is closed only upto a gauge transformation.
See Appendix A for details. Next important observation is that

S =
1

e2
{Q, V } − 1

2e2

∫
Tr(F ∧ F ) (3.9)

where

V =

∫
d4x

√
gTr

(
i

4
χα̇β̇

(
F+

α̇β̇
+Dα̇β̇

)
− 1

2
η
[
ϕ, ϕ†

]
+

1

2
√
2
ψαα̇∇α̇αϕ

)
. (3.10)

and the second term is topological, i,e only depends on the topology of X

− 1

8π2

∫
Tr(F ∧ F ) = k ∈ R (3.11)

The number k is called the instanton number (see Appendix C for details). This immedi-
ately implies that the stress tensor is Q-exact:

Tµν =
δS

δgµν
=

{
Q, δV

δgµν

}
. (3.12)
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Thus if we fix the topology of X, then the extra piece is just a harmless constant and
can be ignored in the calculation of the path integral. We will sum over all instanton
numbers at the end to include all inequivalent gauge configurations. It turns out that there
is one more quantity called the second Stiefel-Whitney class w2(X) (see Appendix C for
definition) which characterises the gauge configurations completely. One can study spinors
on X only if the second Stiefel-Whitney class is trivial. But since the twisted theory does
not contain spinors, we should consider X with general nonzero second Stiefel-Whitney
class. To emphasize this, we sometimes put a subscript w in the correlation functions. So
for us, correlation functions14 are

⟨O1 . . .On⟩w =

∫
[DX]O1 . . .One

− 1
e2
SDW (3.13)

where SDW = {Q, V } is the Donaldson-Witten action. Here [DX] contains all fields ap-
pearing in O1 . . .On, SDW . The Q-exactness of SDW has a very important implication for
the exact calculation of path integrals: if O1 . . .On are Q-closed operators, then

∂

∂e
⟨O1 . . .On⟩ = 0 (3.14)

Indeed
∂

∂e
⟨O1 . . .On⟩ =

∫
[DX]O1 . . .On

(
2

e3
SDW

)
e−

1
e2
SDW

=
2

e3
⟨O1 . . .OnSDW ⟩ = 0

(3.15)

since SDW is Q-exact . Now since correlation functions do not depend on the coupling e,
we can evaluate the path integral in the saddle point approximation e → 0 and it will be
exact ! This will be done in Subsection 3.2. We now need to find the topological operators
of the theory. But since

Q2 ≡ gauge transformation, (3.16)

we need gauge invariant topological operators. From (3.7), we see that ϕ is Q-closed but it
is not gauge invariant since under gauge transformation

ϕ −→ UϕU †, U ∈ G (3.17)

when the gauge group G is a matrix Lie group. So gauge invariant operators can be
constructed by taking trace. For G = SU(N), these operators are generated by

On = Tr (ϕn) , n = 2, . . . , N (3.18)

and then we can construct new topological operators using descent equation (2.12), (2.13).
Note that O1 = 0 since the generators of SU(N) are traceless. We will take G = SU(2) in
which case gauge invariant topological operators are generated by

O(0) ≡ O1 = Tr
(
ϕ2
)
. (3.19)

14Note that we are not considering the factor of Z in the correlation function.
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This operator can be interpreted as a map from a zero homology cycle x ∈ H0(X) to a
topological operator O(0)(x). We now use descent equation to construct other topological
operators. We will restrict to the first two such operators. Recall that

Gµ =
i

4
(σ̄µ)

αβ̇ Qαβ̇. (3.20)

We need the following commutators which can be checked using (A.27):

[Gµ, ϕ] =
1

2
√
2
ψµ, {Gµ, ψν} = −

(
F−
µν +Dµν

)
(3.21)

where F−
µν is the anti-selfdual part of Fµν and Dµν = (σ̄µν)

α̇β̇ Dα̇β̇ . Then by descent
equation (2.12), (2.13), we get two other topological operators:

I1(δ) =

∫
δ
O(1), I2(S) =

∫
S
O(2), (3.22)

where δ ∈ H1(X), S ∈ H2(X) and

O(1) = Tr

(
1√
2
ϕψµ

)
dxµ,

O(2) = −1

2
Tr

(
1√
2
ϕ
(
F−
µν +Dµν

)
− 1

4
ψµψν

)
dxµ ∧ dxν .

(3.23)

3.2 Donaldson invariants and Donaldson-Witten partition function

As we saw in the previous section, the path integral for the correlation functions of topo-
logical operators are independent of the coupling e and hence can be evaluated exactly in
the saddle point approximation e → 0. The saddle point approximation is described in
detail in Appendix B. The main content of this approximation is that the path integral
localises to the classical saddles of the action (see (B.8)). So we now need to find the
classical saddles of the action. Let us first determine the bosonic saddles. A good way to
do this is to determine the vacua since it minimises the action. The vacua is defined by
vanishing vevs of fermionic fields (to preserve Lorentz invariance of the Lagrangian when
expanded around the vev). But since the vacua must also be invariant under Q, we require
Q(fermions) = 0. These are the so called supersymmetric configurations. From (3.7) we see
that {Q, χα̇β̇} = 0, {Q, ψµ} = 0 implies

F+
µν = (σ̄µν)

α̇β̇Dα̇β̇, ∇ϕ = 0. (3.24)

Here
F+ ≡ F + ∗F

2
= 0 (3.25)

where
∗F = F̃µνdx

µ ∧ dxν , F̃µν =

√
g

2
ϵµνστF

στ . (3.26)

But onshell D = 0 and hence the classical saddles for gauge fields are solutions to F+ = 0.
These are called instanton configurations or anti-selfdual gauge fields.15 Moreover since the

15Because the selfdual part is zero.
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path integral only sums over gauge inequivalent gauge fields, we need to consider gauge
inequivalent instantons. The set of all gauge inequivalent instanton configurations is called
the moduli space of instantons and denoted by MASD. See Appendix D for precise defi-
nitions and details about the moduli space of instantons. The classical saddles for ϕ are
solutions to ∇µϕ = 0. To simplify matters, we assume that the instantons are irreducible16

meaning that there are no non-trivial solutions17 to ∇µf = 0 which implies that there are
no non-trivial classical saddles for ϕ. Similarly there are no non-trivial classical saddles for
ϕ†, η. Let us now look at the classical saddles of fermions. It is shown in Appendix D that
in the background of irreducible and regular instantons (see Appendix D for the precise
definition),

Nψ = dimMASD (3.27)

where Nψ is the number of independent classical saddles of ψ and χ has no non-trivial
classical saddles. So the path integration measure [DX] localises to a measure on MASD

and Grassmann variables corresponding to the classical saddles of ψ:

[DX] = dµ = da1 · · · dandψ1 . . . dψn (3.28)

where n = dimMASD. The direct consequence of this is that the partition function

ZDW = 0 (3.29)

since the action SDW is a scalar and does not contain any Grassmann variables. So to get
non-trivial topological observables we should consider

⟨O⟩ =
∫
[DX]Oe−

1
e2
SDW (3.30)

where O contains all Grassmann variables ψ1 . . . ψn and is Q-closed. So after replacing all
gauge fields in the topological operators by instanton configurations, a general operator
whose correlation function is nonzero is of the form

O = Φi1...in ({ak}, ϕ)ψi1 . . . ψin (3.31)

where Φi1...in ({ak}, ϕ) is a function on MASD and also depends on ϕ (cf. (3.19) and (3.23)).
In other words, O must have ghost number n = dimMASD (since ψi has ghost number 1,
cf. (3.1)). Note that Φi1...in ({ak}, ϕ) is completely antisymmetric in i1, · · · in and hence
is an n-form on MASD once we get rid of ϕ dependence as we will explain below. In the
saddle point approximation, the factor (see (B.5))

exp

(
− 1

e2
SDW [ϕcl]

)
= 1 (3.32)

16The irreducibility condition is also required for MASD to be a well defined space. See Appendix D for
more details.

17Recall that ∇ depends on the gauge connection
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in our case. To see this, note that the classical saddles are ϕ = ϕ† = η = χ = 0 and D is
an auxiliary field and hence D = 0 on shell. Finally the kinetic term for the gauge field in
SDW is

−1

4

∫
X

Tr(F+ ∧ F+), (3.33)

so that the classical saddle F+ = 0 gives SDW [ϕcl] = 0. Thus (see (B.9))

⟨O⟩ =
∫
dµ
(
(−1)f({ak})

√
2π
)
Φi1...in (ak, ϕ)ψ

i1 . . . ψin (3.34)

where f({ak}) = 0, 1 depending on a point {ak} ∈ MASD. Assuming that MASD is
connected, one can show that the signs are all +1 (see Appendix B for some explanation).
We thus have

⟨O⟩ =
√
2π

∫
MASD

ΦO(ϕ, a) (3.35)

where
ΦO(ϕ, a) = Φi1...in (ak, ϕ) da

i1 ∧ · · · ∧ dain (3.36)

Finally we need to integrate out ϕ which does not have a classical saddle. To do this we
replace ϕ by

⟨ϕ⟩ =
3∑

a=1

⟨ϕa(x)⟩T a (3.37)

It has been calculated in detail in [8]. The result is

⟨ϕa(x)⟩ = i√
2

∫
d4y

√
gGab(x, y) [ψµ(y), ψ

µ(y)]b (3.38)

where
∇2Gab(x, y) = δabδ4(x− y), (3.39)

which gives us an expression for ⟨ϕa(x)⟩ in terms of the classical saddles of ψ. We now
replace ϕ in ΦO(ϕ, a) by ⟨ϕ(x)⟩ and normalise the integral by

√
2π so that

⟨O⟩ =
∫
MASD

ΦO (3.40)

Thus the path integral in Donaldson-Witten theory is basically integration of forms on
MASD. Next, if we take a product of operators

O = O1 · · ·Ok (3.41)

where Oi has ghost number ni:

Oi = Φ
(i)
r1···rni

ψr1 . . . ψrni , (3.42)

then, for ⟨O⟩ ≠ 0, we must have

dimMASD =

k∑
i=1

ni. (3.43)
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After replacing ϕ by ⟨ϕ⟩ in O, one can show that

⟨O1 · · ·Ok⟩ =
∫
MASD

Φ(1) ∧ . . . ∧ Φ(k) (3.44)

In our theory we have the topological operators O(0)(x), I1(δ), I2(S), . . . for x ∈ H0(X), δ ∈
H1(X), S ∈ H2(X) and so on (see (3.19),(3.23) and (3.22)). Let Φ(0)

x ∈ H4 (MASD) ,Φ
(1)
δ ∈

H3 (MASD) ,Φ
(2)
S ∈ H2 (MASD) be the forms associated to O(0)(x), I1(δ), I2(S). Then we

have a map
H∗(X) −→ H∗ (MASD) . (3.45)

This is the quantum field theoretic version of the Donaldson map µD. Thus a general
correlation function has the form〈
Oℓ(x)I1(δi1) . . . I1(δip)I2 (Sj1) · · · I2

(
Sjq
)〉

=

∫
MASD

(
∧ℓΦ(0)

x

)
∧Φ(1)

i1
∧. . .∧Φ(1)

ip
∧Φ(2)

j1
∧. . .Φ(2)

jq

(3.46)
Note that since the ghost number of O(0), I1(δ), I2(S) is 4,3 and 2 respectively, we need

4ℓ+ 3p+ 2q = dimMASD. (3.47)

for the integral to be nontrivial. As noted in Subsection 3.1, we need to fix the second Stiefel-
Whitney class of X18 and sum over the instanton number of principal SU(2) bundles over
X. The result is precisely the Donaldson invariants. In particular, the Donaldson-Witten
partition function is given by

ZDW (p, S) =
〈
epO(x)+I2(S)

〉
w

=
∑
ℓ,r≥0

pℓ

ℓ!r!

〈
Oℓ(x)I2(S)

r
〉
w

(3.48)

where
PD

(
xℓSr

)
≡
〈
Oℓ(x)I2(S)

r
〉
w

=

∫
MASD(w)

(
∧ℓΦ(0)

x

)
∧
(
∧rΦ(2)

S

) (3.49)

are called the Donaldson polynomials. Again it is nonzero only when 4ℓ+2r = dimMASD.

Thus we have given a quantum field theoretic interpretation of Donaldson invariants.
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A Supersymmetric Gauge Theory

In this section we very briefly discuss supersymmetric gauge theories on Minskowski space
R4. For a more detailed discussion and derivation of the results mentioned here, the reader
is referred to. Throughout this section, we will use the notations and conventions of [10,
Chapter 4, Appendix A]

A.1 Supersymmetry in Four Dimensions

Traditional quantum field theories have symmetry groups which are a direct product of the
local Poincaré group and some internal symmetry. Supersymmetry extends the symmetry
group by introducing fermionic generators in the algebra. These fermionic generators are
called the supercharges. In addition to the Poincaré generators Pµ,Mµν , the supersymmetry
algebra includes N supercharges QαI , Q

I
α̇ with I = 1, . . . ,N which transform under the (12 , 0)

and (0, 12) of the Lorentz group. They satisfy the The supersymmetry algebra involving the
supercharges is given by{

QIα, Qβ̇J

}
= 2Pµσ

µ

αβ̇
δIJ ,

{
QIα,, Q

J
β

}
= 2

√
2ϵαβZIJ{

Qα̇I , Qβ̇J

}
= −2

√
2ϵα̇β̇Z

IJ
,
[
QIα, P

µ
]
= [Q

I
β̇, P

µ] = 0[
QIα,Mµν

]
= (σµν)

β
αQ

I
β,

[
Q
α̇
I ,Mµν

]
= (σµν)

β
α̇Q

β
I

(A.1)

The matrix ZIJ is called central charge since one can show that it commutes with all the
generators. We will be mostly interested in the case when ZIJ = 0. In this case there is an
internal U(N) symmetry which acts on the supercharges as

QαI → U J
I QαJ , Q

I
α̇ → U

I
J Q

J
α̇. U ∈ U(N). (A.2)

This is called the R-symmetry. Let Bℓ be the generators of R-symmetry. Then

[QαI , B
ℓ] = (bℓ) JI QαJ , [Q

I
α̇, B

ℓ] = −(bℓ) IJ Q
J
α̇ (A.3)

where bℓ are the representation matrices. The supersymmetry algebra along with the com-
mutators of the Poincaré algebra is called the Super-Poincaré algebra. The next step is to
construct the irreducible representation of the Super-Poincaré algebra, called a supermul-
tiplet. It turns out that the mass is constant in a supermultiplet but the spin can change
resulting in a supermultiplet consisting of a bunch of particles with same mass but different
spins. To construct these explicitly, for vanishing central charge we define the annihilation
and creation operators as

aIα =


1√
2m
QIα P 2 = m2 > 0

1√
2
QIα P 2 = 0

, a†α̇I =


1√
2m
Qα̇I P 2 = m2 > 0

1√
2
Qα̇I P 2 = 0.

(A.4)

One can show using the Super-Poincaré algebra that{
aIα, a

†
β̇J

}
= δIJδαβ̇. (A.5)
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Then we get a supermultiplet by applying the creation operator on the Clifford vacuum
|λ0⟩, with spin/helicity λ0, defined as usual aIα|λ0⟩ = 0. One shows that the Clifford
vacuum for massive states is characterised by mass m > 0 and spin j with a total of
2j + 1 degrees of freedom and transforms in the usual spin-j representation of the Lorentz
algebra and the Clifford vacuum of massless states is characterised by the helicity λ with
two degrees of freedom. The supersymmetry algebra also show that the creation operators
raise the spin/helicity by 1/2 and the annihilation operator decrease it by 1/2. Thus a
supermultiplet constructed on a Clifford vacuum |λ0⟩ has the spin/helicity content

|λ0⟩, a†
2̇I
|λ0⟩ ≡ |λ0 +

1

2
⟩I , a†

2̇I
a†
2̇J
|λ0⟩ ≡ |λ0 + 1⟩IJ , . . . , a†

2̇1
. . . a†

2̇N
|λ0⟩ ≡ |λ0 +

N

2
⟩

(A.6)
This is not CPT invariant unless λ0 = −N/4 and hence in general we need to add the CPT
conjugates. Some examples are shown in Table 1 and 2.

λ0 Multiplet Name Helicity Content
0 Chiral Multiplet (−1/2, 2× (0), 1/2)
1
2 Vector Multiplet (−1,−1/2, 1/2, 1)

1 Gravitino Multiplet (−3/2,−1, 1, 3/2)
3
2 Gravity Multiplet (−2,−3/2, 3/2, 2)

Table 1. Massless N = 1 supermultiplets.

λ0 Multiplet Name Helicity Content
0 Vector Multiplet (−1, 2(−1/2), 2(0), 2(1/2), 1)

−1
2 Half-hypermultiplet (−1/2, 2(0), 1/2)

−1
2 Hypermultiplet (2(−1/2), 4(0), 2(1/2))

Table 2. Massless N = 2 supermultiplets. The Hypermultiplet is obtained by adding the CPT
conjugates to the half-hypermultiplets.

One can similarly construct higher N supermultiplets. Note that the helicity content of
N = 2 massless vector multplet is same as the helicity content of N = 1 chiral and vector
multiplet.This will be important later. To construct local fields and Lagrangains for su-
permultiplets, one introduces the superspace by adjoining Grassmann coordinates θα, θα̇ to
the spacetime coordinates xµ. On the superspace coordinates, the supercharges acts as

xµ → x′µ + iθσµξ − iξσµθ, θ → θ′ = θ + ξ, θ → θ
′
= θ + ξ. (A.7)

To construct a field representation of the supermultiplets, we consider superfields which are
simply functions F(x, θ, θ) on the superspace. We can Taylor expand the superfields19 as

F(x, θ, θ) =f(x) + θϕ(x) + θχ(x) + (θθ)m(x) + (θθ)n(x) + θσµθvµ(x)

+ (θθ)θλ(x) + (θθ)θψ(x) + (θθ)(θθ)d(x).
(A.8)

19Note that the bracketed Grassmann coordinates or spinor fields are contracted in a Lorentz invariant
way. See [10, Appendix A] for conventions on spinor contractions.

– 17 –



This is the most general function of Grassmann variables θ, θ. The functions f(x), ϕ(x) and
so on are called component fields and will represent various particles in a supermultiplet.
Note that the coefficients of odd number of Grassmann coordinates are spinors. The N = 1

chiral multiplet is represented by the chiral and antichiral superfield given by

Φ(x, θ) = ϕ(x) + iθσµθ∂µϕ(x)−
1

4
θθθθ∇2ϕ(x) +

√
2θψ(x)− i√

2
θθ∂µψ(x)σ

µθ − θθF (x)

Φ̄(x, θ̄) = ϕ̄(x)− iθσµθ̄∂µϕ̄− 1

4
θθθ̄θ̄∇2ϕ̄+

√
2θψ(x) +

i√
2
θ̄θ̄θσµ∂µψ̄ + θ̄θ̄F̄ (x).

Sometimes, we write f † ≡ f̄ for any field f . Supersymmetry transformation of the compo-
nent fields has the form

δϕ =
√
2ξαψα, δψα =

√
2ξαF + i

√
2ξ̄α̇σµαα̇∂µϕ, δF = i

√
2ξ̄α̇σµαα̇∂µψ

α. (A.9)

Here ξ, ξ̄ are Grassmann parameters for supersymmetry transformation. These transfor-
mations reveal that supersymmetry indeed maps bosons to fermions and vice-versa. To
construct action for superfields, we use the standard Berezin integrals. The kinetic term of
the chiral multiplet is given by

1

4

∫
d4xd2θd2θ̄Φ†Φ =

∫
d4x

(
ϕ†∇2ϕ− i

2
ψ̄α̇σµαα̇∂µψ

α − F †F

)
(A.10)

Note that F turns out to be an auxiliary field since its equation of motion is F = 0. Thus
the physical degrees of freedom of the chiral superfield matches that of chiral multiplet.
In our discussion, we will only be interested in massless supermultiplets. One can write
the most general N = 1 Lagrangian for chiral superfield using what is called the Kähler
potential and superpotential but we do not need it for the present discussion. Finally the
U(1)R symmetry acts on the chiral superfield as

RΦ(x, θ) = e2inαΦ
(
x, e−iαθ

)
, RΦ†(x, θ̄) = e−2inαΦ† (x, eiαθ̄) . (A.11)

Under this the component fields transform as

A→ e2inαA, ψ → e2i(n−1/2)αψ, F → e2i(n−1)αF. (A.12)

The N = 1 vector multiplet is represented locally by a real vector superfield V satisfying
V = V †. A general real superfield has expansion

V (x, θ, θ̄) =C(x) + θχ(x) + θ̄χ̄(x)− θσµθ̄Aµ(x) + θθM(x) + θ̄θ̄M̄ + iθθθ̄

(
λ̄(x) +

1

2
σ̄µ∂µχ(x)

)
− iθ̄θ̄

(
λ(x)− 1

2
σµ∂µχ̄(x)

)
+

1

2
θθθ̄θ̄

(
D(x)− 1

2
∇2C(x)

)
where C† ≡ C̄ = C, χ̄ = χ†, Aµ = A†

µ and so on. To reduce the d.o.f, we impose gauge
symmetry by requiring that V and V ′ given by V 7−→ V ′ = V +Φ+ Φ̄ describe physically
equivalent theories. This is the abelian gauge transformation. Here Φ and Φ̄ are the chiral
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and anti-chiral superfield which we identify as gauge parameters. If we take the component
fields of Φ to be ϕ, ψ, F then it is easy to check that

C → C + 2Re(ϕ), χ→ χ+
√
2ψ, M →M − F, D → D, λ→ λ, Aµ → Aµ + 2∂µ Imϕ.

(A.13)

Thus we can choose Re(ϕ), ψ and F such that C = χ = M = 0 and Aµ has the familiar
gauge transformation with gauge parameter 2 Im(ϕ). This is called the Wess Zumino (WZ)
gauge

VWZ = −θσµθ̄Aµ + iθθθ̄λ̄− iθ̄θ̄θλ+
1

2
θθθ̄θ̄D. (A.14)

One can work out the supersymmetry transformation of the components of the vector
superfield as before. Supersymmetry transformation takes out of WZ gauge because it
introduces a ψ term. Thus to get the supersymmetry transformation of component fields
and still remain in WZ gauge, we perform supersymmetry transformation as well as gauge
transformation of V imposing the constraint that the final superfield is in WZ gauge. This
gives

δAµ = ∂µφ− iσµαα̇
(
ξαλ̄α̇ − ξ̄α̇λα

)
δλα = iξαD − iσµνβα ξβFµν

δD = −σµαα̇
(
ξα∂µλ̄

α̇ − ξ̄α̇∂µλ
α
) (A.15)

where φ = 2 Im(ϕ) and Fµν = ∂µAν − ∂νAµ. The action for the vector multiplet takes the
form

1

e2

∫
d4x

(
−1

4
FµνFµν − iλασµαα̇∂µλ̄

α̇ +
1

2
D2

)
− Θ

64π2

∫
d4xϵµνρσFµνFρσ. (A.16)

where e is the gauge coupling and Θ is the coupling for the topological term. This is the
action for N = 1 abelian Yang-Mills theory. Non-abelian vector superfield can be described
in the usual way. Let G be a gauge group, usually a compact semisimple Lie group, with
generators T a, a = 1, . . . ,dimG and let V a, a = 1, . . . ,dimG be real vector superfields.
Then V = V aT a is a Lie algebra valued superfield. The non-abelian gauge transformation
of V is given by

e2V −→ e−iΦe2V eiΦ (A.17)

where20 Φ = ΦaT a, Φ̄ = Φ̄aT a and Φa, Φ̄a are chiral, antichiral superfields respectively.
Again using gauge transformation one can set Ca = Ma = χa = 0 for each real superfield
V a. As before, to find supersymmetry transformation of component fields of V a, we have to
make supersymmetry transformation of V a in WZ gauge and then perform another gauge
transformation to bring it back to WZ gauge. Without giving the details we simply list the
transformation and refer to [11] for details:

δAaµ = ∇µφ
a − iσµαα̇

(
ξαλ̄α̇a + ξ̄α̇λαa

)
δλaα = fabcφbλcα + iξαD

a − iξβ (σ
µν)βα F

a
µν ,

δDa = fabcφbDc − σµαα̇
(
ξα∇µλ̄

α̇a − ξ̄α̇∇µλ
αa
)
,

(A.18)

20Wherever there is repeated Lie algebra indices a, b, c, ..., it is assumed to be summed over.
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where
∇µφ

a = ∂µφ
a + fabcAbµφ

c

F aµν = ∂µA
a
ν − ∂νA

a
µ + fabcAbµA

c
ν

(A.19)

with
[
T a, T b

]
= ifabcT c and as before φa = 2 Im (ϕa). Here (ϕa, λaα) are the components of

Φa. The action takes the form

SYM =
1

e2

∫
d4x

(
−1

4
F aµνF aµν − iλaασµαα̇∇µλ̄

aα̇ +
1

2
DaDa

)
− Θ

64π2

∫
d4xϵµνρσF aµνF

a
ρσ

(A.20)

A.2 N = 2 Supersymmetric gauge theory

N = 2 theories are of immense importance for us since topological twisting of these theories
as described in Section 2.2 gives us a topological quantum field theory of Witten type (see
Section 2 for details). Recall that the N = 2 vector multiplet has same helicity content as
that of an N = 1 chiral plus N = 1 vector multiplet. So to write an action for N = 2 vector
multiplet with gauge group G, we take real vector superfields V a and chiral superfields
Φa, a = 1, . . . ,dimG and construct

V = V aT a, Φ = ΦaT a

with (T a)bc = −ifabc which says that V and Φ are in adjoint representation of G. The
action then takes the form

SYM +

∫
d2θd2θ̄d4xΦ†a (e2V )

ab
Φb. (A.21)

In the WZ gauge

V = −θσµθ̄Aµ − iθ̄θ̄θλ2 + iθθθ̄λ̄2 +
1

2
θθθ̄θ̄D (A.22)

and the chiral superfield takes the form

Φ = ϕ−
√
2θλ1 + θθF, Φ̄ = ϕ̄−

√
2θ̄1 + θ̄θ̄F̄ . (A.23)

The action can then be written in component form as:

1

e2

∫
d4xTr

(
∇µϕ

†∇µϕ− iλ1σ
µ∇µλ̄

1 − iλ2σ
µ∇µλ̄

2 − 1

4
FµνF

µν

+
1

2
D2 + |F |2 − 1

2

[
ϕ, ϕ†

]2
− i

√
2λα1

[
ϕ†, λ2α

]
+ i

√
2λ̄1α

[
λ̄2α̇, ϕ

])
,

(A.24)

where we rescaled Φ −→ Φ/e and replaced D → D + [ϕ, ϕ†] in the action. We also chose
the normalisation

Tr
(
T aT b

)
= δab. (A.25)

In addition to N = 2 supersymmetry there is SU(2)R symmetry which is not manifest in
the action above. To make it manifest we recognise ϕa, Aaµ as SU(2)R singlet, λaI , I = 1, 2

as SU(2)R doublet, similarly λ̄aI as SU(2)R doublet. Finally we organise

DIJ =

(√
2F iD

iD
√
2F̄

)
(A.26)
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as SU(2)R triplet. The indices are lowered and raised using ϵIJ and ϵIJ
(
ϵ12 = 1, ϵIJϵ

JK = δKI
)
.

One can determine the supersymmetry transformation of the fields as before. The final
transformation turns out to be

δϕ =
√
2ϵIJξIλJ ,

δAµ = iξIσµλ̄
I − iλIσµξ̄

I ,

δλIα = DI
JξJα − iξIα[ϕ, ϕ

†]− iσµναβαξIβFµν + i
√
2ϵIJσ

µ
αα̇ξ̄

Jα̇∇µϕ,

δDIJ = 2iξ̄(I σ̄µ∇µλ
J) + 2i∇µλ̄

(I σ̄µξJ) + 2i
√
2ξ(I [λJ), ϕ†] + 2i

√
2ξ(I [λ̄J), ϕ].

(A.27)

Here (IJ) indicates symmetrization of the indices, the ξαI and ξ̄Iα̇ are Grassmann parameters.
With this the action takes the form

1

e2

∫
d4xTr

(
∇µϕ

†∇µϕ− iλIσ
µ∇µλ̄

I − 1

4
FµνF

µν +
1

4
DIJD

IJ

−1

2

[
ϕ, ϕ†

]2
− i√

2
ϵIJλI

α
[
ϕ†, λJα

]
− i√

2
ϵIJ λ̄

I
α

[
λ̄Jα̇, ϕ†

]) (A.28)

Now the SU(2)R symmetry is manifest in the action as well as the supersymmetry trans-
formations. Since the full R-symmetry is U(2)R but at the level of algebra U(2) is same
as21 SU(2)× U(1), thus we need to specify how the fields transform under U(1)R. On the
fields, U(1)R acts with charge qR given by

Aµ → Aµ, qR = 0; DIJ → DIJ , qR = 0;

λIα → eiφλIα, qR = 1; ϕ→ e2iφϕ, qR = 2;

λ̄Iα̇ → e−iφλ̄Iα̇, qR = −1; ϕ† → e−2iφϕ†, qR = −2.

(A.29)

The U(1)R charges qR are also called ghost numbers. U(1)R acts on the superspace coordi-
nates θ, θ̄ with charge qR = −1, 1 respectively. It is easy to see that under U(1)R

Wα → e−iφWα

(
eiφθ

)
, Φ → e−2iφΦ

(
eiφθ

)
. (A.30)

and hence the action is clearly invariant under U(1)R.

B Saddle Point Approximation

Recall that for a function f : R −→ R, x⋆ is called a saddle point if

f ′(x⋆) = 0, f ′′(x⋆) > 0. (B.1)

For a multivariable function f : Rn −→ R, saddle point is defined as

∂f

∂xi

∣∣∣∣
x=x⋆

= 0, det

(
∂2f

∂xi∂xj

∣∣∣∣
x=x⋆

)
> 0.

21More precisely U(2) ∼= (SU(2)×U(1))/Z2.
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In analogy, saddle point for functionals can be defined as

δS[ϕ]

δϕ

∣∣∣∣
ϕ=ϕ⋆

= 0, det

(
δ2S[ϕ]

δϕδϕ

∣∣∣∣
ϕ=ϕ⋆

)
> 0. (B.2)

Consider a path integral of the form

Z[O] =

∫
[Dphi]e−

1
e2
S[ϕ]

O(ϕ)

where DX contains path integral over all fields appearing in S[ϕ], O(ϕ) is a function
of fields in S[ϕ] and g is a coupling parameter. We want to compute the path integral
when g → 0. In this limit, field configurations at which S[ϕ] attains a minima dominates
the path integral since other field configurations are exponentially suppressed. Such field
configurations are precisely the saddle points, which we call classical saddles. Suppose ϕcl
be one such classical saddles of a bosonic field ϕ. We expand S[ϕ] and O(ϕ) around ϕcl :
write ϕ = ϕcl + δϕ and expand

S[ϕ] = S [ϕcl] +

(
δS

δϕ

∣∣∣∣
ϕ=ϕcl

)
δϕ+

1

2
δϕ

(
δ2S

δϕδϕ

∣∣∣∣
ϕ=ϕcl

)
δϕ+O(δϕ)3

= S [ϕcl] +
1

2
δϕ

(
δ2S

δϕδϕ

∣∣∣∣
ϕ=ϕcl

)
δϕ+O(δϕ)3

(B.3)

and similarly
O(ϕ) = O (ϕc1) +O(δϕ) (B.4)

Plugging this in the action, we get

Z[O] = e−
1
e2
S[ϕcl]

∫
[Dδϕ]e

− 1
2e2

δϕ δ2S
δϕδϕ

δϕ+O((δϕ)3) (O (ϕcl) +O(δϕ)) .

Changing δϕ→ eδϕ we get

Z[O] = e−
1
e2

[ϕc1]e

∫
[Dδϕ]e

− 1
2
δϕ δ2S

δϕδϕ
δϕ+O(e3(δϕ)3) (O (ϕcl) +O(eδϕ))

which in e→ 0 can be written as

Z[O] = e−
1
e2
S[ϕcl]e

∫
[Dδϕ]e

− 1
2
δϕ δ2S

δϕδϕ
δϕ
O (ϕcl) (1 +O(e))

= e−
1
e2
S[ϕcl]O (ϕcl)

√
2πe2

det∆B
(1 +O(e))

(B.5)

where

∆B =
δ2S

δϕδϕ

∣∣∣∣
ϕ=ϕcl

(B.6)

is a differential operator. We used the Gaussian path integral for bosonic coordinates. If
the field ϕ = ψ was fermionic, then we would use the Grassmann Gaussian integral to get

Z[O] = e−
1
e2
S[ψcl]O (ψcl)Pf (∆F ) e(1 +O(e))
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where

i∆F =
δ2S

δψδψ

∣∣∣∣
ψ=ψcl

(B.7)

If there are more than one classical saddles then we have to integrate over all of them. That
is

Z[O] =

∫
classical saddles

dϕcle
− 1

e2
S[ϕcl]O (ϕcl)

√
2πe2

det∆B
(1 +O(e)). (B.8)

Note that in e→ 0, this approximation becomes exact since the corrections are all of linear
or higher order in the coupling. In a supersymmetric theory, one can show that there are
equal number of fermionic and bosonic classical saddles [8]. Moreover for every eigenvalue
of ∆F

i∆FΨ = λΨ, λ ̸= 0

there is a corresponding eigenvalue of ∆B:

∆BΦ = λ2Φ.

This means that in saddle point approximation of supersymmetric path integral we will
have

Z[O] =
∑

{ϕcl,ψcl}

e−
1
e2
S[ϕcl]e

1
e2
S[ψcl]

∫
[DδϕDδψ]e−

1
2
δϕ∆Bδϕ−i 12 δψF δψO (ϕcl, ψcl) (1 +O(e))

=
∑

{ϕcl,ψcl}

e−
1
e2
S[ϕcl]e−

1
e2
S[ψcl](±

√
2π)O (ϕcl, ψc1) (1 +O(e))

(B.9)
where ± is undetermined and stems from the fact that

f(ψcl, ϕcl) =
Pf(∆F )√
det(∆B)

= ±1. (B.10)

This ambiguity can be resolved in certain cases. For example when the set of classical
saddles is a connected manifold, which is usually the case in applications, then one can
declare [8] that f(ψcl, ϕcl) = 1. This is consistent since the function f(ψcl, ϕcl) is continuous
and there are no zero eigenvalues for ∆F (which means f(ψcl, ϕcl) ̸= 0 everywhere).

C Bundle Theory and Characteristic Classes

In this appendix, we will recall the basic definition and properties of characteristic classes.
We refer the reader to [6] for details.

C.1 Principal bundles and connection 1-forms

A fibre bundle is a tuple (E, π,X, F,G) usually denoted as E π−→ X with E,X,F smooth
manifolds called the total space, base space and the typical fibre respectively, π : E −→
X a surjective smooth map called the projection, G a Lie group satisfying the following
properties:
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(i) For every x ∈ X, Fx := π−1(x) called the fibre above x is diffeomorphic to F .

(ii) G acts on F on the left.

(iii) There is an open covering {Ui} of X and diffeomorphisms

ϕi : Ui × F −→ π−1 (Ui)

called a local trivialization such that π ◦ ϕi = 1Ui .

(iv) The map ϕi(x, ·) =: ϕi,x : F −→ π−1(x) is a diffeomorphism. On Ui ∩ Uj , ϕ−1
i,x ◦ ϕj,x :

F → F is an element of G, i.e., G ∋ tij(x) := ϕ−1
i,x ◦ϕj,x acts on F as a diffeomorphism.

That is ϕi,x and ϕj,x are related by tij(x) :

ϕj,x = ϕi,x ◦ tij .

The functions tij are called transition functions and they satisfy the consistency conditions:

tii(p) = 1G, p ∈ Ui

tij(p) = tji(p)
−1, p ∈ Ui ∩ Uj

tij(p)tjk(p)tki(p) = 1G, p ∈ Ui ∩ Uj ∩ Uk.
(C.1)

If the fiber F is a k-dimensional complex (real) vector space then the fiber bundle is called
a complex (real) vector bundle of rank k. A rank 1 vector bundle is called a line bundle.
The typical examples are the tangent bundle, the cotangent bundle and the bundle of forms
on the manifold. We refer to [6] for precise definitions.

A principal G-bundle over a manifold X is a fiber bundle with typical fiber G and is
denoted by P π−→ X. G acts on itself on the left as usual by left multiplication. It also acts
on P on right as follows: let p ∈ P and Ui be a local trivialization around π(p) = x ∈ Ui.
Let ϕi : Ui × G −→ π−1 (Ui) be a diffeomorphism and suppose ϕ−1

i (p) = (x, gi) for some
gi ∈ G. Then for any a ∈ G, we define pa as

pa = ϕi (x, gia) .

A typical example is the frame bundle of a manifold X.

Suppose (ρ, V ) be a representation of G, then we can construct the associated vector bundle
E = P ×ρ V by defining

E = P ×ρ V = (P × V )/ ∼

where ∼ is
(p, v) ∼

(
p′, u

)
⇔ p = p′g and v = ρ(g)−1u

for some g ∈ G. The projection operator πE : E −→ X is defined as

πE([p, u]) = π(p).
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This is well-defined since π(p) = π(pg) for all g ∈ G. The transition functions on E are
ρ ◦ tij . The structure group is clearly GL(V ). Given an vector bundle E π−→ X with struc-
ture group G, it can be considered as the associated vector bundle to a principle G-bundle
with the same transition function. For explicit construction see [6, Page 370]. An important
example of an associated vector bundle is the adjoint bundle gP ≡ P ×adj g obtained by
taking V to be g- the Lie algebra of G and ρ : G −→ gl(g) be the adjoint action which is
the differential of conjugation map on G.

A choice of connection on P π−→ X is a choice of a 1-form called connection 1-form which
takes values in g - the Lie algebra of G and satisfies certain properties. That is a connection
1-form A is a map

A : TP −→ g

with certain properties. Given a local trivialisation {Ui} and local sections22 σi : Ui −→ P ,
we can construct local expressions for the connection by pullback:

Ai := σ∗iA, so that Ai : TUi −→ g. (C.2)

1-forms Ai have to satisfy gauge covariance: on Ui ∩ Uj ,

Aj = t−1
ij Aitij + it−1

ij dtij .

The local connection 1-form is called Yang-Mills potential. The curvature or field strength
of a connection A is the exterior covariant derivative of A:

F = DA = dA+A ∧A. (C.3)

which is a g-valued 2-form. Locally it is again given by

Fi = σ∗i F on Ui

Suppose {Ui, xµ} is a coordinate chart and we write

A = Aµdx
µ, F =

1

2
Fµνdx

µ ⊗ dxν

then
Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ] .

Note that Aµ,Fµν : Ui −→ g. Recall that a representation ρ : G −→ GL(V ) descends to a
representation ρ∗ : g −→ gl(V ) given by the derivative as23

ρ∗ (V1) =
d

dt
ρ
(
eitV1

)∣∣∣∣
t=0

.

22A local section is simply a map σi : Ui −→ P satisfying π ◦ σi = 1Ui .
23We follow physicists convention to define Lie algebra, that is eitX ∈ G for every t ∈ R and X ∈ g
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Let {T a}dimG
a=1 be the generators of G and denote by T aR = ρ∗ (T

a). Let s ∈ Γ(E,U) be a
local section of E on U ⊂ X and Y ∈ Γ(TX,X) a vector field. The connection A induces
a connection AE on E which locally takes the form

AE = Aa
µT

a
Rdx

µ where A = Aa
µT

adxµ (C.4)

is the local expression of the connection A on P . We can use this connection to define
covariant derivative on E. We have

∇A
Y s = ds(Y ) + (ρ∗(A)(Y )s) = (ds)(Y ) +AE(Y )s.

Pointwise, this becomes (
∇A
Y s
)
(x) = (ds) (Yx) +Aa

µT
a
RY

µ(x)s(x)

where Y = Y µ ∂
∂xµ . In particular for Y = ∂µ, we get(

∇A
µ s
)
(x) = ∂µs+Aa

µT
a
Rs(x).

One can show that the sum of two local connection 1-forms another local connection 1-form.
This means that we can think of the space A of all connections as an affine space whose
tangent space at A is given by

TAA ∼= Ω1 (X, gP ) . (C.5)

All this can be transferred to any associated vector bundle E = P ×ρ V . We can again
construct the associated adjoint bundle

gE = P ×adj ρ∗(g)

where G acts on ρ∗(g) via ρ :

G× ρ∗(g) −→ ρ∗(g)

g · ρ∗(T ) = ρ∗(adg(T )).

Then the space of all induced connection AE on E is an affine space with tangent space

TAAE ∼= Ω1 (X, gE) .

A gauge transformation is described by a local function u ∈ C∞(U,G) =: G. If G is a
matrix Lie group, then the local connection AU on U transforms as

AU −→ u∗
(
AU
)
= u(x)AUu(x)−1 + idu(x)u−1(x)

and the curvature transforms as

FU −→ u∗
(
FU
)
= u(x)FUu(x)−1. (C.6)

In particular, if we take E π−→ X to be the adjoint bundle, then

u∗
(
AU
)
= AU + i

(
∇Au

)
u−1. (C.7)
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C.2 Characteristic classes

Characteristic classes are certain cohomology classes on a manifold X. Many of them are
defined using curvature on a vector bundle on X and are elements of de Rham cohomology
group. These classes are invariants of the bundle structure, that is, two equivalent bundles
determine the same characteristic classes. The essential ingredient to construction of char-
acteristic classes is the Chern-Weil homomorphism which determines a closed form on X

from an invariant polynomial24 and a curvature 2-form on the vector bundle25. The char-
acteristic class does not depend on the choice of connection. Without going into details,
here we will list some characteristic classes and their properties, refering to [6, Chapter 11]
for proofs, which will be required for the discussion in Section ??.

Let E π−→ X be a complex vector bundle of rank r with a curvature 2-form F. The
total Chern class is defined by

c(E) := det
(
1+

iF

2π

)
=: 1 + c1(E) + c2(E) + · · ·+ ck(E)

(C.8)

where we have expanded the cohomology class into homogenous forms. Note that since F

is degree 2, cj(E) ∈ H2j(X) which implies that cj(E) = 0 for 2j > dimX. The Chern class
satisfies 26

c(E ⊕ F ) = c(E) ∧ c(F ), c(E ⊗ F ) = c(E) + c(F ). (C.9)

For a complex line bundle27, c1(L) is the only nontrivial class and is a complete invariant,
meaning that two complex line bundles are equivalent if and only if their first Chern class
is the same. Rank 2 vector bundles with structure group SU(2) are completely classified by
the second Chern class.

For real vector bundles of rank r with structure group28 O(r), one defines the total Pontr-
jagin class by

p(E) := det
(
1+

F

2π

)
=: 1 + p1(E) + p2(E) + · · ·+ p[r/2](E).

(C.10)

The jth Pontrjagin class pj(E) ∈ H4j(X,R) and vanishes if 4j > dimX. One has the
relation

pj(E) = (−1)jc2j(EC) (C.11)
24For a matrix Lie group G with Lie algebra g, a polynomial f : g −→ C is called an invariant polynomial

if f(gTg−1) = f(T ) for every g ∈ G,T ∈ g.
25Note that a vector bundle can be thought of as an associated vector bundle to a principal bundle and

hence we can define connection 1-form and a curvature on any vector bundle.
26The tensor product and direct sum of bundles is defined by letting the fiber to be the tensor product

and direct sum of the individual fibers and changing transition function accordingly.
27We usually denote a complex line bundle by L.
28If the fibers have an inner product structure, then one can require the transition function to preserve

the inner product and hence reduce the structure group to O(r).
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where EC is the complexified vector bundle obtained by complexifying the fibers and the
transition functions. If X is a 4-manifold then p1(E) is the only nontrivial class. But since
it is a top form, its integral over X is an invariant of the bundle structure:∫

X
p1(E) = − 1

8π2

∫
X

Tr(F ∧ F) = k ∈ R. (C.12)

k is called the instanton number. This means that isomorphic G-bundles have same instan-
ton number. In particular, for an SU(2) bundle, k ∈ Z.

C.3 Reduction (lifting) of structure groups

Suppose we have a principal G1-bundle P1 over X with local trivialising open sets {Ui}
on X and transition functions29 tij : Uij −→ G1. Suppose we want to know when can the
structure group (and hence the fiber) of P1 be changed to another Lie group G2 given a
Lie group homomorphism ϕ : G1 −→ G2 (See [7, Appendix A.1]). Ofcourse we would have
new transition functions t̃ij : Uij −→ G2 with t̃ij(x)

−1 = t̃ji(x), t̃ii = 1G2 . Let us denote
the new bundle by P2. For consistency, we assume that {Ui} is a simple cover, meaning
that any intersection of Ui is either empty or simply connected. A consistent construction
requires the condition that ϕ ◦ t̃ij(x) = tij(x) for all x ∈ Uij and for all Uij . Moreover the
obstruction to such a construction is the cocycle condition (cf. (C.1))

ζijk(x) ≡ t̃ij(x)t̃jk(x)t̃ki(x) = 1G2 . (C.13)

In general ζijk ̸= 1G2 in which case changing the structure group is not possible. Note that
since ϕ ◦ t̃ij(x) = tij(x), we have ζijk : Uijk −→ Ker(ϕ). Infact this function defines a Čech
2-cocyle and hence a cohomology class f2(P1, G) ∈ H2(X,Ker(ϕ)) in the Čech cohomology
group30 of X with coefficients in Ker(ϕ). Thus the obstruction to changing the structure
group is measured by f2(P1, G). When the homomorphism ϕ is injective (surjective), we call
this construction of P2 as the reduction (lifting) of the structure group. We now describe
some relevant examples.

C.3.1 Spin, Spinc-structure and Stiefel-Whitney class

Let X be an oriented Riemannian n-manifold. Consider the orthonormal frame bundle FX
of X. The structure group of FX is SO(n). We want to lift the structure group to Spin(n)
via the covering map φ : Spin(n) −→ SO(n). Since Ker(φ) = Z2, w2(FX) ∈ H2(X,Z2).
We usually just write w2(X) for w2(FX) and call it the second Stiefel-Whitney class. If
w2(X) = 0 then X is called a spin manifold and is said to admit a spin structure and the
bundle S(X) with structure group Spin(n) and transition functions t̃ij is called the spinor
bundle. Spinors31 on a general Riemannian manifold are sections of the spinor bundle and

29We use the symbol Uijk...l ≡ Ui ∩ Uj ∩ Uk ∩ · · · ∩ Ul.
30Čech cohomology is defined in terms of symmetric functions on Uijk...l. For a definition of Hr(X,Z2)

see [6, Page 449]. The generalisation to Hr(X,Zn) is strightforward, which is what we will need.
31Physically, we are more concerned with Lorentzian signature and hence the structure group of the

spinor bundle must be Spin(1, n−1). But for the present discussion, we work with Euclidean quantum field
thoery and hence our spacetime manifold is Riemannian.
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hence do not exist if the manifold is not spin. In case of a 4-manifold, the (double cover
of) Lorentz group is

Spin(4) = SU(2)× SU(2) (C.14)

Thus the transition functions are of the form t̃ij = (t̃+ij , t̃
−
ij) : Uij −→ SU(2) × SU(2).

The transition functions t̃±ij determine complex rank 2 associated vector bundles which we
denote by S±(X). Weyl spinors are sections of S±(X) and Dirac spinors are sections of
S+(X)⊕S−(X). Most of the 4-manifolds are not spin and hence spinors do not really make
sense on a general Riemannian 4-manifold. But one can still put spinors on any orientable
4-manifold by defining what is called a Spinc-structure. The idea is basically to lift the
structure group from SO(4) to Spinc(4) defined as

Spinc(4) := {(u1, u2) : u1, u2 ∈ U(2), det(u1) = det(u2)} ⊂ U(2)×U(2). (C.15)

Again the two factors give two complex rank 2 associated vector bundles which we denote
by W± and call them chiral spinor bundles. Spinors can then be defined to be sections
of the chiral spinor bundles. The crucial result is that any compact orientable 4-manifold
admits a Spinc-structure. A useful way to think about Spinc-structure is the following:
suppose the manifold is not spin, then w2(X) ̸= 0. Suppose w2(X) is the mod 2 reduction
of w̄2(X) ∈ H2(X,Z), that is w2(X) admits an integral lift w̄2(X). Since line bundles are
completely classified by first Chern class, we have a line bundle L with c1(L) = w̄2(X).
The square root32 L1/2 of the line bundle does not exist globally and the obstruction33 is
again measured by the Stiefel-Whitney class w2(X). We can then define SL = S ⊗ L and
SL now exists. Clearly the transition functions of SL give us a Spinc-bundle.

As discussed above, spinors are sections of (chiral) spinor bundles, but very often spinors are
also charged under the gauge group or there is a nontrivial flavour group34. In such cases,
spinors are sections of the tensor product of the (chiral) spinor bundle with the appropriate
vector bundle associated to the gauge bundle and a bundle for the flavor group.

C.3.2 ’t Hooft flux

Let G be a Lie group and P
π−→ X be a principal G/Z(G)-bundle. Suppose we want

to lift the structure group to G via the projection map πZ(G) : G −→ G/Z(G). From
the discussion in Appendix C.3, the obstruction to such a lifting is a cohomology class
f2(P,G) ∈ H2(X,Z(G)). This class is called the ’t Hooft flux.

D Moduli Space of Instantons

Let X be a smooth, compact oriented Riemannian 4-manifold with metric gµν . Let A be a
connection on the principal fibre bundle P π−→ X with structure group G and let F be the

32The square root L1/2 of a line bundle L is again a line bundle with transition function which square to
the transition functions of L.

33One can check the cocycle condition for L1/2 fails by a number which represents w2(X).
34For example, if we have N spinors, then they can rotate into each other giving us a flavor group U(N).

– 29 –



associated curvature. The Yang-Mills action for the gauge field is given by

SYM =
1

2
Tr
(∫

X
F ∧ ∗F

)
=

1

4
Tr
(∫

X
d4x

√
gFµνF

µν

)
(D.1)

where ∗F is the Hodge dual of F and we have chosen a local section (U, s) of the bundle
to write the action in terms of the local gauge field Aµ and its field strength Fµν . Now we
have

F ∧ ∗F =
(
F+ + F−) ∧ (∗F+ + ∗F−) = (F+ ∧ ∗F+

)
+
(
F− ∧ ∗F−) , (D.2)

where we used the fact that

ω ∧ η = (−1)deg(ω)deg(η)η ∧ ω (D.3)

Next, using the fact that ∗F± = ±F± we get

F ∧ F =
(
F+ ∧ ∗F+

)
−
(
F− ∧ ∗F−) . (D.4)

This implies that
F ∧ ∗F = 2

(
F± ∧ ∗F±)∓ F ∧ F. (D.5)

This gives us

SYM = Tr
(∫

X
F± ∧ ∗F±

)
∓ 1

2
Tr
(∫

X
F ∧ F

)
= Tr

(∫
X
F± ∧ ∗F±

)
± 4π2k

(D.6)

where k is the instanton number. Since the first term is positive definite, the action is
bounded below35 by 4π2k and hence the action is minimised when

F± = 0. (D.7)

Since supersymmetric configurations restrict us to F+ = 0, we only consider this case.
A connection A such that F+ = 0 is called an anti-selfdual connection or an instanton.
Thus instantons minimise the Yang-Mills action. Let A be the space of all connections on
P

π−→ X. The group gauge transformations G acts on A. Moreover (C.6) implies that the
anti-selfduality condition is gauge invariant. To define the moduli space of instantons, we
get rid of the gauge redundancy36. This leads us to define

MASD := {[A] ∈ A/G : F(A)+ = 0}. (D.8)

Note that this definition is well defined since the anti-selfduality condition is independent of
the choice of representative of [A]. We also fix the topology class of the bundle in defining
the moduli space of instantons. So if G = SO(3), then we need to fix the instanton number

35Note that since
∫
X
ω ∧ ∗ω is positive definite for any 2-form ω, k is positive (negative) when F+ =

0(F− = 0)
36This is particularly relevant for physical purposes since in path integrals, we only integrate over gauge

inequivalent fields once a gauge has been fixed.
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and the second Steifel-Whitney class (see Appendix C for details). To make sense of MASD,
we first need to make sense of A/G. Here G can be thought of an infinite dimensional Lie
group which acts on another infinite dimensional space of fields A. So one can hope to
make sense of the quotient space A/G if G acts freely, that is the isotropy group37 ΓA of
a nonzero connection is the center Z(G) of G. If the isotropy group of A is equal to the
center of G then A is called an irreducible connection. For the adjoint bundle, which is what
we are concerned with, from (C.7) and (C.5), we see that A is irreducible if Ker(∇A) = 0

where ∇A : Ω0(X, gE) −→ Ω1(X, gE). Let A∗ be the set of irreducible connections and
Ĝ = G/Z(G), then A∗/Ĝ is now well defined. We now want to see when infinitesimal gauge
deformation of an instanton remains an instanton. Indeed if we consider an infinitesimal
deformation of an instanton A by a ∈ Ω1(X, gE) then we want

F(A+ a)+ = 0. (D.9)

From (C.3), we get
SD(a) := p+(∇Aa+ a ∧ a) = 0, (D.10)

where p+ : Ω2(X, gE) −→ Ω2,+(X, gE) is the projection to the subspace of selfdual 2-forms.
Thus to linear order in a, the deformation remains an instanton if

p+(∇Aa) = 0. (D.11)

All this can be packed into a complex:

0 −→ Ω0(X, gE)
∇A

−→ Ω1(X, gE)
SD−→ Ω2,+(X, gE) −→ 0 (D.12)

This is called the Atiyah-Hitchin-Singer complex or the instanton deformation complex [12].
Note that this complex is defined for each A ∈ A. It is not an exact sequence. The index
of this complex, which is also called the virtual dimension of MASD, is defined as

vdimMASD := ind := dimH1
A − dimH0

A − dimH2
A (D.13)

where

H0
A := Ker(∇A), H1

A :=
Ker(p+∇A)

Im(∇A)
, H2

A := Coker(p+∇A) :=
Ω2,+(X, gE)

Im(SD)
(D.14)

The result of this analysis is that the Atiyah-Singer index theorem gives the index of the
AHS complex in terms of the topological data of the bundle. For an SU(2) bundle, the
result is [7]

vdimMASD = 8k − 3(b+2 − b1 + 1), (D.15)

where k is the instanton number, b1 is the dimension of the first homology group H1(X)

and b+2 = dimH2,+(X) where H2(X) ∼= H2,+(X) ⊕ H2,−(X) is the decomposition under
the Hodge operator ω → ∗ω since ∗2 = 1 for Riemannian 4-manifolds. We now claim that
for any A, we have

T[A]MASD = H1
A. (D.16)

37The isotropy group of a connection A is defined by ΓA := {u ∈ G : u∗(A) = A}.
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Indeed, Ker(p+∇A) contains all infinitesimal deformations of A which preserve the anti-
selfduality condition and Im(∇A) determines all instantons gauge equivalent to A. If A ∈ A∗

then H0
A = 0. If in addition H2

A = 0 then the connection is called regular. Thus the
dimension of the moduli space of regular, irreducible instantons is equal to the virtual
dimension given in (D.15). We end this section by describing how the AHS complex can
be used to prove (3.27). Indeed, note that the classical saddles of ψ come from the term
χα̇β̇σ

µα̇α∇µψ
β̇
α and η∇α̇αψαα̇. In the coordinate basis

χα̇β̇σ
µα̇α∇µψ

β̇
α −→ χµν∇µψν . (D.17)

Here χµν = (σ̄µν)
α̇β̇χα̇β̇ is a selfdual 2-form. This term in the action can be written as∫

X
d4x

√
gχµν∇µψν = −

∫
X
(∇ψ) ∧ ∗χ = −

∫
X
(∇ψ) ∧ χ = −

∫
X
p+(∇ψ) ∧ χ (D.18)

where we used the fact38 that ω∧ω′ = p+(ω)∧ω′ for a selfdual 2-form ω′. Thus the classical
saddles for ψ are solutions to

p+(∇Aψ) = 0. (D.19)

In addition to this, the equation of motion for η gives another constraint that the classical
saddles for ψ satisfy:

∇µψ
µ = 0. (D.20)

Note that solutions to (D.19) gives us elements of Ker(p+(∇A)) and (D.20) is the familiar
gauge fixing condition. Since we only care about gauge-inequivalent classical saddles, thus
the dimension of the space of gauge-nequivalalent classical saddles for ψ is dimH1

A.
Similarly, since χ is selfdual 2-form, the dimension of the space of gauge-inequivalent
classical saddles for χ is dimH2

A. Thus for irreducible, regular connections, index theorem
immediately proves (3.27).
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