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These notes are based on several references, but mostly I am following [8, 9, 2, 13]. I have also
included discussions from standard references when discussing other topics. For example, in
conformal field theory, I have included topics from [4, 3]. Specific references are indicated in
the text wherever used. I greatly benefited from the very detailed calculations and articulate
explanations in [12].
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Chapter 1

The Free Relativistic Particle

In this chapter, we describe the various methods of quantising a free particle. The discussion
is based on the video lectures of Shiraz Minwalla [7]. Let R1,D−1 denote the D−dimensional
spacetime. We denote a typical vector Xµ ∈ R1,D−1 by

Xµ = (X0, X i)

where (X i) ∈ RD−1. We sometimes write Xµ = (X0, X⃗). Our signature for the Minkowski
space is

ηµν = diag(−1, 1, . . . , 1).

We use natural units ℏ = c = 1. Consider a free particle moving inD−dimensional spacetime.
We want to describe its dynamics. We want our theory to be relativistic, meaning that the
theory that we develop must be invariant under Lorentz transformation.

1.1 The Action of a Free Relativistic Particle

We begin by writing down a Lorentz invariant action for the free particle. The most natural
choice for a Lorentz invariant action is choosing a Lorentz scalar and the cannonical choice
is to chose the length of the world line traced by the particle in spacetime. Put

S =

∫
dt L = −m

∫
dt

√
1− ˙⃗

X2, X0 = t,
˙⃗
X =

dX⃗

dt
, (1.1.1)

where m is a parameter which we will identify with the mass of the particle. We can now
compute the conjugate momentum of the system in the usual way. We have

P i =
δS

δẊ i
=

−m(2Ẋ i)

−2

√
1− ˙⃗

X2

=
mẊ i√
1− ˙⃗

X2

.
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The Hamiltonian of the system is given by

H = P⃗ · ˙⃗
X − L =

m
˙⃗
X2√

1− ˙⃗
X2

+m

√
1− ˙⃗

X2 =
m√

1− ˙⃗
X2

,

which we recognise as the usual relativistic energy of a free particle and hence m is identified
as the mass of the particle. Note that the action is not manifestly Lorentz invariant as
we are treating the first component of the spacetime vector differently from the remaining
components. But we want an action which is manifestly Lorentz invariant. One way to
obtain such an action is to promote t to be an independent variable and then parametrize
the spacetime coordinates by some other parameter say τ . So put t = X0 and parametrize
Xµ = (X0, X i) as

Xµ = Xµ(τ).

By a simple application of chain rule, we have

dt =
dX0

dτ
dτ.

The action can then be written as

S = −m
∫
dτ

√√√√(dX0

dτ

)2

−

(
dX⃗

dt

)2(
dX0

dτ

)2

= −m
∫
dτ

√√√√√−

−(dX0

dτ

)2

+

(
dX⃗

dτ

)2


= −m
∫
dτ

√
−dX

µ

dτ

dXµ

dτ
.

Remark 1.1.1. It seems that we have added a new degree of freedom to our system, namely
X0. Later we will see that this is not the case as our system will have reparametrization in-
variance also called diffeomorphism invariance which will make one of the degree of freedom
redundant.

It is now clear that S can be interpreted as the length of the worldline it traces in spacetime.

1.2 Symmetries of the Action

Let us now look at the symmetries of our system:

1.2.1 Poincaré invariance

This is a manifest global symmetry of the system.

Xµ → X̃µ = Λµ
νX

ν + ξµ, Λµ
ν ∈ SO(1, D − 1), ξµ ∈ R1,D−1,
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where SO(1, D − 1) denotes the Lorentz group. We have

dX̃µ

dτ

dX̃µ

dτ
= ηµν

dX̃µ

dτ

dX̃ν

dτ
= ηµνΛ

µ
ρ

dXρ

dτ
Λν

σ

dXσ

dτ
=
(
Λµ

ρηµνΛ
ν
σ

) dXρ

dτ

dXσ

dτ
= ηρσ

dXρ

dτ

dXσ

dτ

=
dXµ

dτ

dXµ

dτ
,

where we used the property of Lorentz transformations

ΛTηΛ = η. (1.2.1)

This implies that

S̃ = −m
∫
dτ

√
−dX̃

µ

dτ

dX̃µ

dτ
= −m

∫
dτ

√
−dX

µ

dτ

dXµ

dτ
= S.

We could have directly concluded this by the fact that the action is the length of a curve
and hence a Lorentz scalar. So it does not transform under Lorentz transformations.

1.2.2 Diffeomorphism Invariance

We can reparametrize the world line by changing the parameter τ :

τ → τ̃ = τ̃(τ).

where τ̃(τ) is a monotonic function1 of τ . The integration measure changes according to the
usual change of variable rule. Next under reparametrization we have

X̃µ(τ̃(τ)) = Xµ(τ).

Hence we see that the transformed action is

S = −m
∫
dτ̃

∣∣∣∣dτdτ̃
∣∣∣∣
√
−dX̃

µ

dτ̃

dX̃µ

dτ̃

(
dτ̃

dτ

)2

= −m
∫
dτ̃

∣∣∣∣dτdτ̃ dτ̃dτ
∣∣∣∣
√

−dX̃
µ

dτ̃

dX̃µ

dτ̃
= S̃.

This is a local symmetry of the theory - a gauge symmetry as it depends on the the local
coordinates of the spacetime. It is also a continuous symmetry of the action. As is well know,
gauge symmetries are not really symmetries in the sense that we do not have an associated
conserved charge, rather it is a redundancy in the description of the theory which we need
to fix when we go to quantum theory by a process called gauge fixing. We now return to the

1monotonicity is a techinical requirement for reparametrization. Basically what we need is that as we
increase τ , we should traverse the worldline in one given direction and not flip between positions. Generally,
τ̃ is assumed to be increasing so that we travel the worldline in the same direction as in the original
parametrization.
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resolution of Remark 1.1.1. Since the time component of spacetime vector is monotonically
increasing, we can reparametrize the worldline in such a way that

τ̃ = X0(τ) = t.

Fixing the redundancy of the system we get back to our original action. This shows that
we have not increased the number of degrees of freedom of the theory by introducing a
parameter.

1.3 Quantisation

We will now try to quantise the system. We will illustrate four different methods of quanti-
sation, each with its own advantage. This will help us when we go to the string action.

1.3.1 First Method

We quantise our original action in (1.1.1) directly using the Dirac prescription. The conjugate
momentum and the Hamiltonian was calculated to be

P i =
mẊ i√
1− ˙⃗

X2

, H =
m√

1− ˙⃗
X2

.

where the dot represents derivative with respect to t. We promote the fields to operators
with the standard substitution P i = −i∂i where ∂i = ∂

∂Xi and introduce the wavefunction
which satisfies the Schrödinger equation with the above Hamiltonian. Let ϕ(t,X i) be the
wavefunction. Then the Schroödinger equation is given by

i
∂ϕ

∂t
= Hϕ.

This implies that

−∂
2ϕ

∂t2
= H2ϕ.

Next, one can easily check that
H2 = P⃗ 2 +m2.

Thus the Schroödinger equation becomes

−∂
2ϕ

∂t2
= (−∂2i +m2)ϕ

which implies
(∂µ∂

µ −m2)ϕ = 0. (1.3.1)

We can now solve (1.3.1) and get all the quantum dynamics of the system.

Remark 1.3.1. We can recognise (1.3.1) with the Klein-Gordan equation in field theory.
There is one crucial difference in our case and the field theory Klein-Gordan equation. In
field theory we quantise quantum fields while in our case (relativistic quantum mechanics),
we quantise wavefunctions.
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1.3.2 Second Method

We will now denote the τ derivative by dot. That is

Ẋµ =
dXµ

dτ
.

Momentum conjugate to Xµ is

P µ =
δS

δẊµ
=

mẊµ√
−ẊµẊµ

.

One easily sees that
P µPµ +m2 = 0. (1.3.2)

Eq. (1.3.1) is a constraint. Note that we have not yet appealed to the equation of motion of
the action to derive Eq. (1.3.1). Such constraints which follow directly from the definition of
the conjugate momenta are called primary constraints. The number of primary constraints
in a system is equal to the number of zero eigenvalues of the Hessian matrix

∂P µ

∂Ẋν
=

∂2L

∂ẊµẊν
.

Note that by the Inverse Function Theorem we need that all eigenvalues of ∂Pµ

∂Ẋν be nonzero

if we want to express P µ as a function of Ẋµ. Hence in a system with primary constraint,
we cannot express P µ as functions of Ẋµ.

Remark 1.3.2. Any system with “τ”−reparametrization invariance has primary constraints.

The Hamiltonian for the system is

H = P µẊµ − L =
mẊµẊµ√
−ẊνẊν

+m

√
−ẊνẊν = 0.

This is not surprising. Vanishing Hamiltonian signals that nothing changes if we pick another
parametrization. To quantise the system, we follow Dirac prescription. We promote the fields
to operators and the constraint to an operator equation and demand that the wavefunction
|psi(X) satisfy the operator equation:

(P µPµ +m2)Ψ(X) = 0.

The Schrödinger equation is

i
∂Ψ

∂τ
= HΨ = 0.

This simply implies that the wavefunction does not depend on the parametrization - some-
thing that we expected. After the standard substitution

P µ = −i∂µ, where ∂µ =
∂

∂Xµ
,
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the operator equation (1.3.1) becomes

(∂µ∂
µ −m2)Ψ = 0. (1.3.3)

This is the same equation that we got in the first method. Hence we again get the same
dynamics.

1.3.3 Third Method - Introducing Einbein

Note that both the equivalent actions above have squareroots which makes it difficult to
quantise when we go to path-integral quantisation. So, we somehow want to get rid of the
squareroot. Moreover the two previous actions cannot be generalised to massless particles
due to the m factor in front of the action. Both these problems can be fixed on the expense
of introducing another auxiliary field - an einbein in the action which will be fixed by its
equation of motion in the classical theory. To be more precise, consider the action

Se =
1

2

∫
dτ

(
ẊµẊµ

e
− em2

)
,

where e = e(τ) is the auxiliary einbein field. Varying the action with respect to e gives

δS =
1

2

∫
dτ

(
−Ẋ

µẊµ

e2
−m2

)
δe.

Thus δS = 0 implies

e =

√
−ẊµẊµ

m
. (1.3.4)

Not that the equation of motion of e is an algebraic equation and hence the field e is not
dynamical. If we now plug the expression for e from (1.3.4) in the action Se we get

Se =
1

2

∫
dτ

−m ẊµẊµ√
−ẊµẊµ

−m2

√
−ẊµẊµ

m

 = −2m

2

∫
dτ

√
−ẊµẊµ

= S.

So both the actions are really the same. Thus the two actions are equivalent classically and
give the same dynamics. We now want to quantise this action. The conjugate momentum
corresponding to e is

Pe =
∂L

∂ė
= 0.

The momentum conjugate to Xµ is

P µ =
∂L

∂Ẋµ

=
2

2e
Ẋµ =⇒ Ẋµ = eP µ. (1.3.5)
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The Hamiltonian of the system is given by

H = ẊµPµ − L = eP µPµ −
m

2e
e2P µPµ +

m2

2
e =

e

2
(P µPµ +m2),

where we used (1.3.5). The Poisson bracket

{Pe, H}P.B. =
∂Pe

∂Pe

∂H

∂e
=

1

2
(P µPµ +m2).

But since Pe = 0, we get

H =
e

2
(P µPµ +m2) = 0. (1.3.6)

The next step in the quantisation process is to promote fields to operators and use the
standard operator substitution for P µ. Suppose the wavefunction of the system is ψ =
ψ(X, e). Then the operator eqaution corresponding to Pe = 0 implies

−i∂ψ
∂e

= 0.

This means that the wavefunction is independent of the einbein - again something that we
expected physically. The operator equation corresponding to (1.3.6) gives

(P µPµ +m2)ψ = 0 =⇒ (∂µ∂
µ −m2)ψ = 0.

Thus we get the same quantum dynamics as in the previous two methods.

1.3.4 Fourth Method - Gauge Fixing

We begin by observing that Se has diffeomorphism symmetry. Indeed if we choose another
parametrization τ̃ = τ̃(τ), then

Xµ(τ) → X̃µ(τ̃(τ)) = Xµ(τ)

and
∂Xµ

∂τ
=
∂X̃µ

∂τ̃

∂τ̃

∂τ
and using (1.3.4)

e(τ) =

√
−∂X̃

µ

∂τ

∂X̃µ

∂τ
=

√
−∂X̃

µ

∂τ̃

∂X̃µ

∂τ̃

∣∣∣∣∂τ̃∂τ
∣∣∣∣ = ẽ(τ̃)

∣∣∣∣∂τ̃∂τ
∣∣∣∣ .

Thus we see that

Se =
1

2

∫
dτ̃

∣∣∣∣∂τ∂τ̃
∣∣∣∣
(
−∂X̃

µ

∂τ̃

∂X̃µ

∂τ̃

(
∂τ̃

∂τ

)2
1

ẽ(τ̃)

∣∣∣∣∂τ̃∂τ
∣∣∣∣−1

−m2ẽ(τ̃)

∣∣∣∣∂τ̃∂τ
∣∣∣∣
)

=
1

2

∫
dτ̃

(
−∂X̃

µ

∂τ̃

∂X̃µ

∂τ̃

1

ẽ(τ̃)
−m2ẽ(τ̃)

)
= S̃e.
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So before we go on quantising the system, we will fix a gauge. We choose a reparametrization
τ̃(τ) such that

ẽ(τ̃) = 1.

With this gauge choice, when we go to the quantum theory, we will have to take care of
the equation of motion of the einbein and impose it as operator equation with the chosen
gauge. We follow the standard procedure of quatization by promoting fields to operators.
The equation of motion for e with the above gauge choice becomes:

ẽ(τ̃)2 = − 1

m2

∂X̃µ

∂τ̃

∂X̃µ

∂τ̃
= 1.

Using (1.3.5), the equation of motion of einbein becomes

P µPµ +m2 = 0. (1.3.7)

With the chosen gauge, the action becomes

S =
1

2

∫
dτ
(
ẊµẊµ −m2

)
,

where we removed the tildes for brevity. Using (1.3.6) and the gauge choice along with
(1.3.7), the Hamiltonian is given by

H =
1

2
(P µPµ +m2) = 0.

With the standard substitution for the momentum operator Pµ = −i∂µ, the wavefunction ψ
of the system satisfies

(∂µ∂
µ −m2)ψ = 0.

Hence we again get the same dynamics.
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Chapter 2

The Relativistic String

We now want to write an action of the a free relativistic string - the fundamental objects
in string theory. As we discussed in the previous chapter, we need to start with a Lorentz
invariant action. Since the string is a two dimensional object, it traces a surface called
the worldsheet in the spacetime. The most natural choice of the action would then be the
surface area of the worldsheet traced by the string. We begin by deriving the action of the
relativistic string.

2.1 Nambu-Goto Action

The surface traced by the string can be parametrized by two parameters (σ, τ). Let the
worldsheet coordinates be Xµ(σ, τ). To calculate the area of the worldsheet, we will use the
worldsheet coordinates. Infinitesimal change in the parameters σ and τ along the worldsheet
coordinates is

δσ =
∂Xµ

∂σ
dσ, δτ =

∂Xµ

∂τ
dτ.

Note that the area of the parallelogram determined by two vectors A and B is given by

∥A∥∥B∥ sin θ = ∥A∥∥B∥
√
1− cos2 θ =

√
A2B2 − (A ·B)2

A2B2 A2B2

=
√
(A ·A)(B ·B)− (A ·B)2

=

(
det

[
A ·A A ·B
A ·B B ·B

]) 1
2

,

where ∥A∥2 = A ·A = A2. So the infinitesimal area of the parallelogram on the worldsheet
determined by the vectors δσ and δτ is

dArea = [−det (∂αX
µ∂βXµ)]

1
2 , σ = σα ≡ (σ, τ), α = 1, 2.
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The minus sign indicates the fact that one of the vectors is timelike (X2 < 0). The Nambu-
Goto action is then defined by

SNG = − 1

2πα′

∫
M

dσdτ
√

−det (∂αXµ∂βXµ), (2.1.1)

where M is the surface traced by the string, α′ is called the Regge slope. The reason for this
name will be evident in later chapters. We often write

hαβ = ∂αX
µ∂βXµ.

The action can then be written as

SNG = − 1

2πα′

∫
M

dσdτLNG, LNG = [−det(hαβ)]
1
2 .

The worldsheet is in general a curved manifold embedded in spacetine. In the language of
differential geometry, hαβ is called the pullback metric from the ambient spacetime. The
factor of 1

2πα′ can be interpreted as string tension.

2.1.1 Symmetries of the Nambu-Goto action

SNG has global symmetries as well as local symmetries. Let us look at them more closely.

Reparametrization Invariance

If we choose another parametrization for the worldsheet τ̃(σ, τ), σ̃(σ, τ) then the Jacobian of
the variable change is

J = det

[
∂σ̃
∂σ

∂σ̃
∂τ

∂τ̃
∂σ

∂τ̃
∂τ

]
and the worldsheet coordinates changes as

∂Xµ

∂σα
=
∂X̃µ

∂σ̃β

∂σ̃β

∂σα
.

This gives

hαβ =
∂X̃µ

∂σ̃γ

∂X̃µ

∂σ̃δ

∂σ̃γ

∂σα

∂σ̃δ

∂σβ
= h̃αβ

∂σ̃γ

∂σα

∂σ̃δ

∂σβ
.

Thus we have
det (hαβ) = det

(
h̃αβ

)
J2,

where we used the fact that J = det
(
∂σ̃α

∂σβ

)
. Plugging everything in the action, we see that

SNG = − 1

2πα′

∫
M

dσ̃dτ̃J−1
(
−det

(
h̃αβ

)) 1
2
J = S̃NG.
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Reparametrization invariance is also called diffeomorphism invariance and is a gauge sym-
metry of the action. We can write the infinitesimal version of the reparametrization as
follows:

σα → σ̃α = σα + ξα +O(ξ2). (2.1.2)

Under this change in parameter we have

Xµ(σα) → X̃µ(σ̃α) = Xµ(σα).

We have
X̃µ(σ̃α) = Xµ(σα) = Xµ(σ̃α − ξα) = Xµ(σ̃α)− ξα∂αX

µ,

where we used Taylor’s theorem. This gives

δXµ = X̃µ(σ̃α)−Xµ(σ̃α) = −ξα∂αXµ (2.1.3)

Poincaré Invariance

The worldsheet coordinates transform under the Poincaré transformation as follows:

Xµ → X̃µ = Λµ
νX

ν + cµ, (2.1.4)

where Λµ
ν is a Lorentz transformation and cµ is a constant vector. This is a manifest

symmetry of the action. Poincaré invariance is a global symmetry of the action. The
infinitesimal version is often calculated in a first course in quantum field theory. We will
record it here for later use.

δXµ = aµνX
ν + bµ, (aµν = −aνµ) . (2.1.5)

2.1.2 Equations of Motion

We begin by expanding out the determinant in the action. We get

det (hαβ) = det (∂αX
µ∂βXµ) = X ′2Ẋ2 − (X ′ · Ẋ)2,

where

X ′ =
∂X

∂σ
; Ẋ =

∂X

∂τ
& X2 = XµXµ.

So we have

SNG = − 1

2πα′

∫
dσdτ

[
−X ′2Ẋ2 +

(
X ′ · Ẋ

)2] 1
2

,

where we have written X ≡ Xµ. The conjugate momenta are given by

Πτ
µ =

∂LNG

∂Ẋµ
= − 1

2πα′


(
Ẋ ·X ′

)
X ′

µ − (X ′2)Xµ√(
X ′ · Ẋ

)2
− (X ′2Ẋ2)



Πσ
µ =

2LNG

∂X ′µ = − 1

2πα′


(
Ẋ ·X ′

)
Ẋµ − (X ′2) Ẋµ√(

X ′ · Ẋ
)2

−
(
X ′2Ẋ2

)
 .
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Observe that

∂2LNG

∂Ẋµ∂Ẋν
· Ẋν =

∂Πτ
µ

∂Ẋν
Ẋν = 0,

∂2LNG

∂Ẋµ∂Ẋν
·X ′ν =

∂Πτ
µ

∂Ẋν
X ′ν = 0.

So the Hessian ∂2LNG

∂ẋµ∂ẋν has two zero eigenvalues with eigenvectors Ẋµ, X ′µ must have two
constraints. We can check that

Πτ
µX

′µ = 0, Πτ
µΠ

τµ +
1

4π2α′2X
′µX ′

µ = 0. (2.1.6)

These are one set of constraints. Another set of constraints arise from the fact that

∂2LNG

∂X ′µ∂X ′2 Ẋ
ν = 0 and

∂2LNG

∂X ′µ∂X ′νX
′ν = 0.

The resulting constraints are

Πσ
µẊ

µ = 0, Πσ
µΠ

σµ +
1

4π2α2
ẊµẊµ = 0. (2.1.7)

The Hamiltorian

Hσ = Πσ
µX

′µ − LNG = 0; & Hτ = Πτ
µẊ

µ − LNG = 0.

So the dynamics is determined by constraints. The equation of motion is given by

∂Πτ
µ

∂τ
+
∂Πσ

µ

∂σ
= 0. (2.1.8)

We can also write the equation of motion in another way. Recall that

SNG = − 1

2πα′

∫
M

dσdτ
√
−h; h = dethαβ.

From general relativity we have

δ
√
−h =

1

2

√
−hhαβδhαβ

So
δLNG

δ (∂αXµ)
= − 1

2πα′

(
1

2

√
−hhαβ (2∂βXµ)

)
So equation of motion is

∂α

(
∂LNG

∂ (∂αXµ)

)
= 0

which gives

∂α

(√
−hhαβ (∂βXµ)

)
= 0.
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2.2 The Polyakov Action

The final goal of studying string action is to quantise the action and analyse the spectrum
that we obtain. The first challenge that we face when we try to quantise the Nambu-Goto
action is the squareroot in the action. It is generally tricky to quantise such complicated
actions when we go to path integral quantisation. This is why we will use the fourth method
of quantisation introduced in Chapter 1. To this end, consider the following action:

Sp = − 1

4πα′

∫
M

dσdτ
√
−ggαβ∂αXµ∂βXµ, (2.2.1)

where g = det(gαβ) and gαβ is an auxiliary background field which plays the role of the
einbein in the fourth method of quantisation. This action is called the Polyakov action.
The auxiliary field gαβ is a dynamical metric on the world-sheet with Lorentzian signature
(−,+). Thus the action SP can be viewed as a bunch of scalar fields Xµ(σ, τ) coupled to a
2d gravity theory.

2.2.1 Equivalence of SP and SNG

Let us find the equations of motion of gαβ. Varying SP with respect to gαβ gives two terms.
We get

δSP = − 1

4πα′

∫
dσdτ

[√
−gδgαβ∂αXµ∂βXµ− 1

2

√
−ggαβδgαβgab∂aXµ∂bXµ

]
.

So

δSP = 0 =⇒
√
−gδgαβ

(
∂αX

µ∂βXµ −
1

2
gαβg

ab∂aX
µ∂bXµ

)
= 0.

Here we used

δ
√
−g = −1

2

√
−ggαβδgαβ =

1

2

√
−ggαβδgαβ.

So the equation of motion of gαβ is

∂αXµ∂βXµ =
1

2
gαβg

ab∂aX
µ∂bXµ.

Or

∂αX
µ∂βXµ =

1

2
gαβ∂

cXµ∂cXµ. (2.2.2)

Taking determinant both sides we get

det (∂αX
µ∂βXµ) = det

(
1

2
gαβ∂

cXµ∂cXµ

)
.

Since gαβ is 2× 2, we get

det (∂αXµ∂βXµ) =
1

4
(∂cXµ∂cXµ)

2 g

=⇒
√

− det (∂αXµ∂βXµ) =
1

2

√
−g (∂cXµ∂cXµ) .
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Substituting this in SP gives SNG. Thus we see that SP and SNG are equivalent classically.
These two actions presumably gives same quantum dynamics but a rigorous proof is lacking.
Indeed path-integral quantisation of SNG is rather difficult to perform due to squareroot and
manipulating it to get results involves similar tricks as we have used in the SNG −→ SP

transition.

2.2.2 Equation of Motion

Let us vary the action with respect to Xµ with δXµ (σ, τ0) = δXµ (σ, τ1) = 0 for some initial
and final value τ0, τ1 respectively of the parameter τ. Assuming that the string length is ℓ,
we have

δSP = − 1

4πα′

τ1∫
τ0

dτ

ℓ∫
0

dσ [2∂αX
µ (∂αδXµ)]

= − 1

2πα′

τ1∫
τ0

dτ

ℓ∫
0

dσ [∂α (∂
αXµδXµ)− (∂α∂

αXµ) δXµ]

=
1

2πα′

τ1∫
τ0

dτ

ℓ∫
0

dσ (∂α∂
αXµ) δXµ −

1

2πα′

τ1∫
τ0

dτ

ℓ∫
0

dσ (∂σ (∂
σXµδXµ)− ∂τ (∂

τXµδXµ))

=
1

2πα

τ1∫
τ0

dτ

ℓ∫
0

dσ (∂α∂
αXµ) δXµ +

1

2πα′

ℓ∫
0

dσ (∂τXµ) δXµ

∣∣∣∣τ1
τ0︸ ︷︷ ︸

= 0 as δXµ (σ, τ0) = δXµ (σ, τ1) = 0

+
1

2πα′

τ1∫
τ0

dτ (∂σXµδXµ)

∣∣∣∣ℓ
0︸ ︷︷ ︸

surface term

.

To get the equations of motion, we need the surface term to go to zero. Physically we
distinguish between two cases - the closed string and the open string. We will deal with the
two cases separately.

Closed Strings

We normalise the string length so that ℓ = 2π. Closed string then means that the ends of
the string are joined together in a smooth fashion to form a loop. This means that Xµ(σ, τ)
are periodic in σ with period 2π :

Xµ(σ + 2π, τ) = Xµ(σ, τ).
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This implies that δXµ(0, τ) = δXµ(2π, τ) = 0. Thus the equation of motion for closed strings
is

∂α∂
αXµ = 0. (2.2.3)

Open Strings

The ends of open string are free and so we need to impose boundary conditions on the ends
of the open string. We normalise the length of the string to ℓ = π. We impose the boundary
condition such that the surface term vanishes. There are three ways for this to happen -
atleast one of the two ∂σXµ and δXµ or the combination ∂σXµδXµ must be zero at σ = 0
and σ = π. Hence we have three different bondary condition:

1. Dirichlet boundary condition: δXµ = 0 at σ = 0, π.

2. Neumann boundary condition: ∂σXµ = 0 at σ = 0, π.

3. Robin boundary condition: ∂σXµδX
µ = 0 at σ = 0, π.

The first two boundary conditions have been studied in detail in literature and we will
also analyse each boundary condition along with mixed boundary condition in detail as we
progress in our study.

2.2.3 Symmetries of SP

As with SNG, we can directly read off two obvious symmetries of SP :

Reparametrization Invariance

If we transform the parameters as σα −→ σ̃α = σ̃α(σ) then the scalar fields Xµ transform
as

Xµ(σ, τ) −→ X̃µ (σ̃α) = Xµ (σα)

and the world-sheet metric gαβ transforms in the usual way

gαβ −→ g̃αβ (σ̃
α) =

∂σγ

∂σ̃α

∂σδ

∂σ̃β
gγδ(σ).

We can find the infinitesimal transformation under σα −→ σα = σα − ηα, where ηα is small,
using Lie derivative. Indeed under infinitesimal transformation

δgαβ = Lηgαβ = ∇αηβ +∇βηα,

where ∇α is the Levi-Civita covariant derivative with the usual Levi-Civita connection

Γα
βγ =

1

2
gαδ (∂βgγδ + ∂γgβδ − ∂δgργ)

Also
√
−g changes as δ(

√
−g) = ∂α (η

α
√
−g) . The Polyakov action SP is easily seen to be

invariant under reparametrizations. This is a gauge symmetry of the action.
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Poincaré Invariance

This is a global symmetry of the action.

Xµ −→ X̃µ = Λµ
νX

ν + ξµ

for some constant ξµ. The infinitesimal version of this transformation is given in Subsection
2.1.1.

Weyl Invariance

There is another gauge invariance called Weyl symmetry. Under this Xµ −→ Xµ and the
metric transforms as

gαβ −→ g̃αβ = Ω2(σ)gαβ

or infinitesimally if Ω2(σ) = e2ϕ(σ) then

δgαβ = 2ϕ(σ)gαβ.

To see that this is a symmetry of the action, note that
√
−g −→ Ω2(σ)

√
−g as

det
(
Ω2gαβ

)
= Ω4(σ)det (gαβ)

and gαβ −→ (Ω(σ))−2gαβ. Thus factors from
√
−g and gαβ cancel.

Remark 2.2.1. Weyl transformation is not a coordinate transformation. Rather it is a
local change of scale under which the theory is invariant. More precisely, this scale change
preserves angles between as the metric transforms conformally.

Remark 2.2.2. Weyl transformation is unique to two dimensions since
√
−ggαβ remain

invariant under gαβ −→ Ω2gαβ only in two dimensions.
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Chapter 3

The Closed String

In Chapter 2, we found the correct action for relativistic strings namely the Polyakov action.
We also found the equations of motion arising from the action and depending on the type
of string - open or closed, we imposed boundary conditions. In this chapter, we will solve
the classical equations of motion for the closed string and also quantise the theory using two
different procedures. We will also analyse the closed string spectrum.

3.1 The Closed Classical String

As we saw in the previous chapter, the Polyakov action has two gauge symmetries. Hence to
find the equations of motion, we first need to fix a gauge. This means that we should make
an appropriate choice of the background metric using our gauge symmetries.

3.1.1 Fixing a Gauge

We have two diffeomorphism invariance namely for σ, τ and three independent metric com-
ponents. Write

gαβ =

(
gσσ gστ
gτσ gττ

)
then gστ = gτσ.

Now since gαβ has signature (−,+), locally one out of gσσ and gττ must be positive since
Trgαβ = gσσ + gττ = 0. Under diffeomorphism we have

gαβ −→ g̃αβ =
∂σγ

∂σ̃α

∂σδ

∂σ̃β
gγδ.

This gives

g̃σσ =

(
∂σ

∂σ̃

)2

gσσ +

(
∂τ

∂σ̃

)2

gττ + 2
∂σ

∂σ̃

∂τ

∂σ̃
gστ

g̃ττ =

(
∂σ

∂τ̃

)2

gσσ +

(
∂τ

∂τ̃

)2

gττ + 2
∂σ

∂τ̃

∂τ

∂τ̃
gστ
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and

g̃στ = g̃τσ =
∂σ

∂σ̃

∂σ

∂τ̃
gσσ +

∂τ

∂σ̃

∂τ

∂τ
gττ +

∂τ

∂σ̃

∂σ

∂τ̃
gτσ +

∂σ

∂σ̃

∂τ

∂τ̃
gστ .

Now suppose in a neighbourhood of (σ, τ), gττ > 0 then we put g̃στ = g̃τσ = 0 and g̃σσ = −gττ .
Thus we have a system of two first order partial differential equations to solve for two function
σ̃(σ, τ) and τ̃(σ, τ) that is we need to solve for σ̃(σ, τ) and τ̃(σ, τ) from(

∂σ

∂σ̃

)2

gγσ +

(
∂τ

∂σ̃

)2

gττ + 2
∂σ

∂σ̃

∂τ

∂σ̃
gστ = −gττ

∂σ

∂σ̃

∂σ

∂τ̃
gσσ +

∂τ

∂σ̃

∂τ

∂τ
gττ +

∂τ

∂σ̃

∂σ

∂τ̃
gτσ +

∂σ

∂σ̃

∂τ

∂τ̃
gστ = 0.

Solution to this exists atleast locally by Cauchy-Kowalevski theorem (see [5, Chapter 3] for
a proof) since the coefficient functions are real analytic. Thus we have transformed gαβ to
gττηαβ using the two diffeomorphisms. Since gττ = eϕ(σ) for some function ϕ, thus we now
use Weyl rescaling to transform

gαβ −→ e−ϕ(σ)gαβ = ηαβ.

This gauge is called Conformal gauge.

Remark 3.1.1. Any 2d metric can be made flat using Wely invariance: Suppose g′αβ =

eϕ(σ)gαβ then one can easily check that√
−g′R′ =

√
g
(
R−∇2ϕ

)
.

If we choose ϕ such that ∇2ϕ = R then R′ = 0. But in 2d vanishing Ricci scalar implies
that Riemann curvature tensor is zero since in 2d one can show that

Rαβγδ =
R

2
(gαγgβδ − gαδgβγ) .

Hence the metric is flat.

Remark 3.1.2. Can the world-sheet metric be made flat globally? Depends on the topology
of the space. Locally the metric can be made flat using the three gauge symmetries. Suppose
we could extend this locally flat metric to whole worldsheet. This means that the whole
worldsheet is covered by a coordinate chart which is flat. This in turn means that the
Ricci scalar identically vanishes on the worldsheet. Topologically since in 2d, the Euler
characteristic χ of a manifold satisfies

χ ∝
∫
M

R.

Thus a necessary condition of the extension to be possible is that χ = 0.
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We have fixed a gauge. Now we need to find the equation of motion of gαβ and impose it as
a constraint on the classical system after substituting gαβ = ηαβ.We have already calculated
the equation of motion in Subsection 2.2.1 but we can recast it in terms of energy momentum
tensor which is often more useful. We begin by writing the gauge fixed action:

Sgf
P = − 1

4πα′

∫
dσdτ∂αX

µ∂αXµ. (3.1.1)

The equation of motion for Xµ is

∂α∂αX
µ = 0. (3.1.2)

Next we have

δS

δgαβ
= − 1

4πα′

[
−
√
−g
2

gαβ∂cX
µ∂cXµ +

√
−g∂αXµ∂βXµ

]
.

Define the energy momentum tensor1 by

Tαβ = −4πα′ 1√
−g

δS

δgαβ
.

We get

Tαβ = ∂αX
µ∂βXµ −

1

2
gαβ∂cX

µ∂cXµ.

So that

Tαβ|gαβ=ηαβ
= ∂αX

µ∂βXµ −
1

2
ηαβ∂cX

µ∂cXµ.

The equation of motion for gαβ was

∂αX
µ∂βXµ =

1

2
gαβ∂cX

µ∂′Xµ.

So our constraint is Tαβ = 0. Written in terms of components:

T01 = ẊµX ′
µ = 0 T11 = T00 = Ẋ2 − 1

2

(
−
(
−Ẋ2 +X ′2

))
=

1

2

(
Ẋ2 +X ′2

)
.

So we have to impose two constraints

ẊµX ′
µ = 0,

1

2

(
Ẋ2 +X ′2

)
= 0. (3.1.3)

So the equation of motion is a wave equation along with the two constraints. We will now
solve it.

1note that this is not the usual definition of energy momentum tensor. In general relativity (GR) we have
different normalisation. In GR the energy momentum tensor is given by Tαβ = − 2√

−g
δS

δgαβ
.
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3.1.2 Solving the Equation of Motion: Mode Expansion

We will use the lightcone coordinates to solve the equations of motion (3.1.2) subject to
constraints (3.1.3). Introduce the lightcone coordinates

σ± = τ ± σ,

then

∂+ = ∂τ + ∂σ, ∂− = ∂τ − ∂σ.

With this, the equation of motion ∂α (∂
αXµ) = 0 reduces to

∂+∂−X
µ = 0. (3.1.4)

Indeed we have

∂+∂−X
µ = ∂+ (∂τX

µ − ∂σX
µ) = ∂ττX

µ − ∂τσX
µ − ∂στX

µ − ∂σσX
µ = 0.

The most general solution to ∂+∂−X
µ = 0 is given by

Xµ(σ, τ) = Xµ
L(σ

+) +Xµ
R(σ

−) (3.1.5)

for arbitrary functions XL and XR. For closed strings, we have the periodicity condition

Xµ(σ + 2π, τ) = Xµ(σ, τ).

This implies that Xµ can be written as a Fourier series. More precisely, we have

Xµ
L

(
σ+
)
=
xµ

2
+

1

2
α′pµσ+ + i

√
α′

2

∑
n̸=0

1

n
α̃µ
ne

−inσ+

Xµ
R

(
σ−) = xµ

2
+

1

2
α′pµσ− + i

√
α′

2

∑
n ̸=0

1

n
αµ
ne

−inσ−
.

(3.1.6)

The functions Xµ
L are called left movers and Xµ

R are called right movers.

Remark 3.1.3. 1. The factors α′, 1
n
have been chosen for convenience when we quantise

the system.

2. Xµ
L and Xµ

R are not periodic due to the linear term σ+, σ− but the combination
Xµ

L (σ+) +Xµ
R (σ−) is periodic as σ cancels from the combination σ+ + σ− = 2τ .

3. The quantities xµ and pµ are the position and momentum of the center of mass of the
string. We will prove this explicitly. Observe that for the Polyakov action,

Πτ
µ =

∂LP

∂Ẋµ
= − 1

4πα′
∂

∂Ẋµ

[
−ẊµẊµ +X ′µX ′

µ

]
=

1

2πα′ Ẋµ.
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So

P µ =

∫ 2π

0

dσ
1

2πα′ Ẋ
µ =

1

2πα′

∫ 2π

0

dσẊµ
L

(
σ+
)
+ Ẋµ

R

(
σ−) = 1

2πα′2πα
′pµ = pµ,

and

qµ =
1

2π

∫ 2π

0

dσXµ =
1

2π

∫ 2π

0

dσXµ
L

(
σ+
)
+Xµ

R

(
σ−) = 1

2π
[2πxµ + 2πα′pµτ ] = xµ+α′pµτ.

So we see that pµ is indeed the momentum and xµ is the position of center of mass of
the string at τ = 0.

4. The coordinate functions Xµ is real. So (Xµ
L)

⋆ = Xµ
L and (Xµ

R)
⋆ = Xµ

R. This means
that the coefficients αµ

n and α̃µ
n satisfy

(αµ
n)

⋆ = αµ
−n and (α̃µ

n)
⋆ = αµ

−n ∀n ∈ Z\{0}.

Recall that we had two constraints

ẊµX ′
µ = 0 and

1

2

(
Ẋ2 +X ′2

)
= 0.

In Light-cone coordinates, these transform to(
∂+ + ∂−

2

)
Xµ

(
∂+ − ∂−

2

)
Xµ = 0

=⇒ (∂+X
µ + ∂−X

µ) (∂+Xµ − ∂−Xµ) = 0

=⇒ (∂+X
µ)2 − (∂−X

µ)2 = 0

=⇒ (∂+X
µ)2 = (∂−X

µ)2 .

The second constrain becomes((
∂+ + ∂−

2

)
Xµ

)2

+

((
∂+ − ∂−

2

)
Xµ

)2

= 0

=⇒ (∂+X
µ)2 + (∂−X

µ)2 + 2∂+X
µ∂−Xµ + (∂+X

µ)2 + (∂−X
µ)2 − 2∂+X

µ∂−Xµ = 0

=⇒ (∂+X
µ)2 + (∂−X

µ)2 = 0.

Combining these two we get the constraint

(∂+X
µ)2 = 0 = (∂−X

µ) . (3.1.7)

We now impose this constraint on the Fourier modes. We have

∂−X
µ = ∂−X

µ
R =

α′pµ

2
+

√
α′

2

∑
n∈Z\{0}

αµ
ne

−inσ−

=

√
α′

2

∑
n∈Z

αµ
ne

−inσ−
,
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where we have defined

αµ
0 =

√
α′

2
pµ.

The constraint (∂−X
µ)2 = 0 gives(√

α′

2

∑
n∈Z

αnµe
−inσ−

)(√
α′

2

∑
m∈Z

αµ
me

−imσ−

)
=
α′

2

∑
n∈Z

(∑
k∈Z

αk ·αn−k

)
e−inσ−

= 0

where we used Cauchy product formula and αk ≡ αµ
k . If we define

Ln :=
1

2

∑
k∈Z

αk ·αn−k, (3.1.8)

then the constraint becomes Ln = 0 for every n ∈ Z. Similarly the constraint (∂+X
µ)2 = 0

gives L̃n = 0 for every n ∈ Z where

L̃n :=
1

2

∑
k∈Z

α̃k · α̃n−k, (3.1.9)

and α̃µ
0 = αµ

0 . The quantities Ln and L̃n are called classical Virasoro generators. The

constraints L0 = 0 = L̃0 are particularly interesting as they contain information about the
physical degrees of freedom of the string - the string momentum. We have

L0 =
1

2

∑
k∈Z

αk ·α−k, L̃0 =
1

2

∑
k∈Z

α̃k · α̃−k.

In relativistic mechanics, we know that

pµpµ = −M2

where M is the rest mass of the particle. Since

pµpµ =
2

α′α
2
0 =

2

α′ α̃
2
0,

we see that the constraints L0 = L̃0 = 0 implies

1

2

∑
n̸=0

α−n ·αn −
α′

4
M2 = 0 =

1

2

∑
n ̸=0

α̃−n · α̃n −
α′

4
M2.

This gives

M2 =
4

α′

∑
n>0

α−n ·αn =
4

α′

∑
n>0

α̃−n · α̃n. (3.1.10)

This is called the level matching condition and will be crucial when we analyse the spectrum
of the quantised theory.
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3.2 Quantisation of Closed String

There are two ways to quantise the Polyakov action. One is the cannonical quantisation
using Dirac’s presciption. The other is Feynman’s path integral quantisation. The cannonical
quantisation procedure involves two ways as we are dealing with a gauge theory:

• Covariant quantisation: Change cannonical Poisson brackets to commutators and
impose the constraint obtained by fixing a gauge as an operator equation to be satisfied
by the states Xµ which are now operators. This method is manifestly Lorentz invariant
but gives rise to negative norm states called ghosts. These decouple from the theory
in the critical dimension D = 26.

• Lightcone quantisation: In this method we first solve the constraints to classify all
classically distinct states and then we quantise the physical states. We break Lorentz
invariance in the process and later obtain the same critical dimension D = 26 to ensure
Lorentz invariance.

We will look at both of these quantisation scheme in detail now.

3.3 Covariant Quantisation

We have D scalar fields Xµ, µ = 0, 1, . . . , D − 1 and two constraints

ẊµX ′
µ = 0 and Ẋ2 +X ′2 = 0.

3.3.1 Poisson Brackets

Let us begin by computing the classical Poisson brackets.

(i) Equal τ Poisson bracket {Xµ(σ, τ), Xν (σ′, τ)}P.B. = 0.

Proof. For Polyakov action, we have Πτ
µ ∼ Ẋµ. We will use the notation Πµ := Πτ

µ

everywhere unless stated explicitly. Thus this P.B. is obvious.

(ii) Equal τ Poisson bracket {Πµ(σ, τ),Πν (σ′, τ)}P.B. = 0.

Proof. Obvious from the fact that Πτ
µ ∼ Ẋµ.

(iii) Equal τ Poisson bracket {Xµ(σ, τ),Πν (σ′, τ)}P.B. = ηµνδ(σ − σ′).
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Proof. By definition

{Xµ(σ, τ),Πν (σ′, τ)}P.B. = ηρλ
∂Xµ(σ, τ)

∂Xρ(σ, τ)

∂Πν (σ′, τ)

∂Πλ(σ, τ)

= ηρλδµρ δ
ν
λδ (σ − σ′)

= ηµνδ (σ − σ′)

From these Poisson brackets, we can easily calculate the Poisson brackets for xµ, pµ, αµ
n, α̃

µ
n

We have

{xµ, pν}P.B. = ηµν , {α̃µ
m, α

ν
n}P.B. = 0

{αµ
m, α

ν
n}P.B. = {α̃µ

m, α̃
ν
n} = −imηµνδm+n,0.

(3.3.1)

Using these Poisson brackets, we can get a algebra satisfied by the Virasoro generators.

Lemma 3.3.1. The classical Virasoro generators satisfy the Witt algebra:

{Ln, Lm}P.B. = 2(m− n)Lm+n,
{
L̃n, L̃m

}
P.B.

= i(m− n)L̃n+m,
{
L̃n, Lm

}
P.B.

= 0.

(3.3.2)

Proof. We have

{Ln, Lm}P.B. =

{∑
l∈Z

αn−l ·αl,
∑
k∈Z

αm−k ·αk

}
P.B.

=
∑
l,k∈Z

{
ηµνα

µ
n−lα

v
l , ηρσα

ρ
m−kα

σ
k

}
P.B.

Using

{AB,CD}P.B. = {A,CD}P.B.B + A{B,CD}P.B.

= C{A,D}P.B.B + {A,C}P.B.DB + AC{B,D}P.B. + A{B,C}P.B.D,

we get

{Ln, Lm}P.B. =
∑
l,k∈Z

ηµνηρσ
[
αµ
m−k

{
αµ
n−l, α

σ
k

}
P.B.

αν
l +

{
αµ
n−l, a

ρ
m−k

}
P.B.

αν
l α

σ
k

+ αµ
n−lα

ρ
m−k {α

v
k, α

σ
k}P.B. + αµ

n−k

{
αν
l , α

ρ
m−k

}
P.B.

ασ
k

]
=
∑
l,k∈Z

ηµνηρσ
[
− αρ

m−kη
µσi(n− l)δn−l+k,0α

ν
l − i(n− l)ηµρδn−l+m−k,0α

ν
l α

σ
k

− ilδl+k,0η
νσαµ

n−lα
ρ
m−k − ilηνρδl+m−k,0α

µ
n−kα

σ
k

]
= −i

∑
k∈Z

[
ηνρα

ρ
m−kα

ν
n+kk + ηνσα

ν
n+m−kα

σ
k(k −m)+

+ ηµρα
µ
n+kα

ρ
m−kk + ηµσ(k −m)αµ

n+m−kα
σ
k

]
,
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where we used (3.3.1). Replacing m− k by k in first and k by k − n in third sum we get

{Ln, Lm}P.B. = −i
∑
k∈Z

[
ηνρα

ρ
kα

ν
n+m−k(m− k) + ηνσα

ν
n+m−kα

σ
k(k −m)+

+ ηµρα
µ
kα

ρ
m+n−k(n− k) + ηµσ(k −m)αµ

n+m−kα
σ
k

]
= −i

∑
k∈Z

ηµνα
µ
n+m−kα

ν
k(n−m)

= i(m− n)Lm+n.

Similarly, we get all other Poisson brackets.

3.3.2 Cannonical Commutation Relations

Following the usual way, promote the scalar fields Xµ to operator valued fields and impose
the cannonical commutation relation following the rule:

{·, ·}P.B. =
1

i
[·, ·].

Using the Poisson brackets for Xµ,Πµ, we get the following commutation relations:

[Xµ(σ, τ),Πν (σ′, τ)] = iηµνδ (σ − σ′)

[Xµ(σ, τ), Xν (σ′, τ)] = 0 = [Xµ(σ, τ),Πν (σ′, τ)].

For the Fourier modes, using (3.3.1), we get

[xµ, pν ] = iηµν

[αµ
n, α

ν
m] = mηµνδm+n,0 = [α̃µ

m, α̃
ν
n]

(3.3.3)

and all other combinations are zero. These commutation relations are similar to those of
creation and annihilation operators. Indeed if we define

aµn =
1√
n
αµ
n , (aµn)

† =
1√
n
αµ
−n , n > 0,

then we will get the usual commutation relations:[
aµn, (a

µ
m)

†
]
= iδnm.

Similarly we can put

ãµn =
1√
n
α̃µ
n , (ãµn)

† =
1√
n
α̃µ
−n , n > 0,

then we get the commutation relations:[
ãµn, (ã

µ
m)

†
]
= iδnm.

So for every scalar fieldXµ, µ = 0, 1, . . . , D−1 we have two family of creation and annihilation
operators corresponding to the left movers and the right movers.
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Remark 3.3.2. We cannot directly get the commutation relations satisfied by the Virasoro
generators from the Witt algebra. In subsequent sections, we will calculate the quantum
algebra of Virasoro generators from the commutation relations of the Fourier modes. As we
will discover later, the quantum algebra of Virasoro generators, called the Virasoro algebra,
has an extra central charge term and hence the quantum algebra is the central extension of
the Witt algebra. We will see that this is related related to the fact the Weyl symmetry
which is a symmetry of the classical action does not survive quantisation.

3.3.3 Constructing the Fock Space

We will now construct the Fock space of the theory. We begin by constructing the ground
state. We now have the creation and annilation operators to define the vacuum of the theory
Denote it by |0⟩. Then we demand:

αµ
n|0⟩ = 0 = α̃µ

n|0⟩ for µ = 0, 1, . . . , D − 1; n > 0.

Note that this condition alone does not uniquely fix the ground state. This is because, the
ground state here is quite different from the one in field theory in the sense that there is
a string specified by the center of mass position xµ and momentum pµ. So we denote the
ground state by |0; pµ⟩ which now has the property that

p̂µ|0; pµ⟩ = pµ |0; pµ⟩ , (3.3.4)

where pµ is the momentum of the string. So the ground state of the theory is now defined
by

αµ
n|0; pµ⟩ = 0 = α̃µ

n|0; pµ⟩ for µ = 0, 1, . . . , D − 1; n > 0 (3.3.5)

and (3.3.4). A general excitation of the string is(
αµ1

−1

)nµ1
(
αµ2

−2

)nµ2 · · ·
(
α̃ν1
−1

)nν1
(
α̃ν2
−2

)nν2 · · · |0; pµ⟩.

The norm of states is defined via the Hermiticity property (αµ
m)

† = αµ
−m, (α̃

µ
m)

† = α̃µ
−m and

the normalisation
⟨0; p|0; p′⟩ = (2π)Dδ(D)(p− p′). (3.3.6)

This Fock space is not physical since we have not yet imposed the constraints. After imposing
the constraint, each excited state will be interpreted as a particle. Hence we have infinitely
many species of particles in this theory.

3.3.4 Ghosts

We immediately come across a problem. The theory has negative norm states – the so called
ghost states2. Since η00 = −1 < 0 we have[

α0
n, α

0
−n

]
=
[
α0
n,
(
α0
−n

)†]
= −n and

[α̃n, α̃
0
n] =

[
α̃0
n,
(
α̃0
−n

)†]
= −n

2these are different from Fadeev-Popov ghosts
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Consider states of the form |ψ⟩ = α0
−m |0; pµ⟩ for m > 0. For these states we have

⟨ψ | ψ⟩ =
〈
pµ; 0

∣∣∣(α0
−m

)†
α0
−m

∣∣∣ 0; pµ〉
=
〈
pµ; 0

∣∣α0
mα

0
−m

∣∣ 0; pµ〉
=
〈
pµ; 0

∣∣−m+ α0
−mα

0
m

∣∣ 0; pµ〉
= −m ⟨pµ; 0 | 0; pµ⟩+

〈
pµ; 0

∣∣∣(α0
m

)†
α0
m

∣∣∣ 0; pµ〉
∝ −m < 0.

Ghosts are problematic because these are in contradiction to the probabilistic interpretation
of norm in Quantum mechanics. Our only hope is to apply the constraints and hope that
these ghosts decouple from our theory. That is indeed the case when we fix the dimension
of spacetime to be 26.

3.3.5 Normal Ordering and the Quantum Virasoro Algebra

As discussed in the previous section, the constraints in terms of Fourier modes is given by
the vanishing of the Virasoro generators. But now, the Fourier modes are no more scalar
valued functions but are operators on the Hilbert space. From the commutation relations
(3.3.3), we see that the Virasoro generators

Ln =
1

2

∑
k∈Z

αk ·αn−k and L̃n =
1

2

∑
k∈Z

α̃k · α̃n−k

can be defined unambiguously for n ̸= 0 as αµ
k , α

ν
n−k and the respective tildes commute for

n ̸= 0. For n = 0, we have

L0 =
1

2

∑
k∈Z

αk ·α−k, L̃0 =
1

2

∑
k∈Z

α̃k · α̃−k,

but since αµ
k , α

ν
−k and the respective tildes do not commute, the definition of L0 and L̃0 is

ambiguous in the quantum theory. We need to pick an ordering convention to define L0 and
L̃0. The natural choice is the normal ordering – we put annihilation operators αµ

n, n > 0
to the right of creation operator αµ

n, n < 0. With this choice of normal ordering, we put

:L0: =
1

2

∑
k∈Z

:αk ·α−k: =
∞∑
k=1

α−k·αk+
1

2
α2

0, :L̃0: =
1

2

∑
k∈Z

:α̃k · α̃−k: =
∞∑
k=1

α̃−k·α̃k+
1

2
α̃2

0.

Under the commutation relation on αµ
n, α̃

µ
n and the choice of normal ordering, we can calculate

the Virasoro algebra. We will show that

[Ln, Lm] = (n−m)Ln+m +
c

12

(
n
(
n2 − 1

))
δm+n,0.
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where c is called the central charge. Recall that the classical Poisson bracket is

{Ln, Lm}P.B. = i(m− n)Lm+n.

This extra term is due to conformal anomaly which is due to the breaking of Weyl symmetry
in the quantum theory. As we will prove later, the expectation value of the trace of the energy
momentum tensor ⟨Tα

α⟩ ∝ R where R is the Ricci scalar. The nonvanishing of the trace
implies that the Weyl symmetry is broken and hence we have the conformal anomaly. Hence
the Virasoro algebra is the central extension of the Witt algebra. We will not define this
term precisely here. From now on, we will omit the colons in the Virasoro generators but
they are assumed to be normal ordered. We begin by proving a lemma.

Lemma 3.3.3. For any m,n ∈ Z, we have

[αµ
m, Ln] = mαµ

m+n,
[
α̃µ
m, L̃n

]
= mα̃µ

m+n.

Proof. With the choice normal ordering we have

Ln =
1

2

∑
k∈Z

:αn−k ·αk:.

So we have

[αµ
m, Ln] =

1

2

∑
k∈Z

[αµ
m : αn−k ·αk]

Now using [A,BC] = [A,B]C +B[A,C] we get

[αµ
m, Ln] =

1

2

∑
k∈Z

{
ηρσ:α

ρ
n−k [α

µ
m, α

σ
k ]: + ηρσ :

[
αµ
m, α

ρ
n−k

]
αρ
k:
}

=
1

2

∑
k∈Z

{
ηρσ
(
αρ
n−kmη

µσδm+k,0 + ασ
kη

µρmδm+n−k,0

)}
=

1

2

{
ηµσα

p
n+mm+ nµ

σα
σ
m+n −m

}
= mαµ

m+n.

The proof for the tildes is identical.

Theorem 3.3.4. For any m,n ∈ Z, we have

[Ln, Lm] = (n−m)Ln+m +
c

12

(
n
(
n2 − 1

))
δm+n,0,[

L̃n, L̃m

]
= (n−m)L̃n+m +

c

12

(
n
(
n2 − 1

))
δm+n,0.
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Proof. We have

[Lm, Ln] =
1

2

∑
k∈Z

[:αm−k ·αk:, Ln]

=
1

2

∑
k≤0

[αk ·αm−k, Ln] +
1

2

∞∑
k=1

[αm−k ·αk, Ln]

=
1

2

∑
k≤0

αk · [αm−k, Ln] + [αk, Ln] ·αm−k

+
1

2

∑
k≥1

αm−k · [αk, Ln] + [αm−k, Ln] ·αk

=
1

2

∑
k≤0

{(m− k)ακ ·αm+n−k + kαn+k ·αm−k}

+
1

2

∑
k≥1

{kαm−k ·αn+k + (m− k)αm+n−k ·αk} ,

where in the second line we broke the normal ordering in the two sums and used Lemma
3.3.3 in last line. We now shift the second and third sum by n i,e. substitute n + k by k.
We get

[Lm, Ln] =
1

2

∑
k≤0

(m− k)αk ·αm+n−k +
1

2

∑
k≤n

(k − n)αk ·αm+n−k

+
1

2

∑
k≥n+1

(k − n)αm+n−k ·αk +
1

2

∑
k≥1

(m− k)αm+n−k ·αk.

Now we need to normal order the second and the third sum. If n > 0 then the second sum is
not normal ordered and if n ≤ 0 then the third sum is not normal ordered. We will assume
n > 0 and proceed. One can get the result for n ≤ 0 case using the same process. Breaking
the second and fourth sum at 0 and n+ 1 respectively, we get

[Lm, Ln] =
1

2

[∑
k≤0

(m− k)αk ·αm+n−k +
∑
k≤0

(k − n)αk ·αm+n−k +
n∑

k=1

(k − n)dk ·αm+n−k

+
∑

k≥n+1

(k − n)αm+n−k ·αk +
n∑

k=1

(m− k)δn+n−k ·αk +
∑

k≥n+1

(m− k)αm+n−k ·αk

]

=
1

2

[∑
k≤0

(m− n)αk ·αm+n−k +
∑

k≥n+1

(m− n)αm+n−k ·αk

+
n∑

k=1

(k − n)αk ·αm+n−k +
n∑

k=1

(m− k)αm+n−k ·αk

]
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We will now use
[
αµ

k ,α
ν
m+n−k

]
= ηµνkδm+n,0 to normal order the third sum. We get

[Lm, Ln] =
1

2

[∑
k≤0

(m− n)αk ·αm+n−k +
∑

k≥n+1

(m− n)αm+n−k ·αk

+
n∑

k=1

(k − n)
(
αm+n−k ·αk + ηµµkδm+n,0

)
+

n∑
k=1

(m− k)αm+n−k ·αk

]

=
1

2

[∑
k≤0

(m− n)αk ·αm+n−k +
∑
k≥1

(m− n)αm+n−k ·αk

+
n∑

k=1

(k − n)k nµ
µ︸︷︷︸

D

δm+n,0


= (m− n)

1

2

∑
k∈Z

:αk ·αm+n−k: +
D

2
δm+n,0

n∑
k=1

(
k2 − nk

)
= (m− n)Lm+n +

D

2
δm+n,0

(
n(n+ 1)(2n+ 1)

6
− n

n(n+ 1)

2

)
= (m− n)Lm+n +

D

2
δm+n,0

(
n(n+ 1)

2

(
2n+ 1

3
− n

))
= (m− n)Lm+n +

D

2
δm+n,0

n(n+ 1)

2

(
1− n

3

)
= (m− n)Lm+n +

D

2
δm+n,0

n (1− n2)

6

= (m− n)Lm+n +
D

12
m
(
m2 − 1

)
δm+n,0,

where we replaced n by −m in last step. The proof for the tildes is identical.

Remark 3.3.5. We can also derive the structure of the central charge term by using Jacobi
identity of the Lie bracket. We will rederive this algebra using the tools of conformal field
theory.

Remark 3.3.6. In case of only free Bosonic fields, c = η µ
µ = D i,e. each scalar field

contributes one unit to central charge. When we will rederive this algebra using conformal
field theory and quantise the string using path integral, we will calculate the contribution of
Fadeev-Popov ghosts to the central charge.

3.3.6 Imposing the Constraints

Recall that the constraints are Ln = 0 = L̃n but this cannot be directly imposed on the
Hilbert space of the theory. Indeed if |ϕ⟩ is any quantum mechanical state then for any
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n ∈ Z
0 = ⟨ϕ |[Ln, L−n]|ϕ⟩ = 2n ⟨ϕ |L0|ϕ⟩+

c

12
n
(
n2 − 1

)
⟨ϕ | ϕ⟩

which does not hold if n ̸= 0,±1. So we cannot impose Ln|ϕ⟩ = 0 for all n. So the alternative
method of imposing the constraint would be to demand that the positive modes annihilate
the physical states of the theory:

Ln|phys⟩ = 0, L̃n|phys⟩ = 0, n > 0, (3.3.7)

where |phys⟩ are the physical states of the theory. This way of imposing the constraints is
equivalent to requiring that the matrix elements of all Ln (and the tildes) for n ̸= 0 vanish.
Indeed, we easily see that L†

n = L−n for n ̸= 0, thus

⟨phys′|Ln|phys⟩ = 0, ⟨phys′|Ln|phys⟩ = 0, ∀n.

We are left with imposing the constraint for L0 and L̃0. Recall that we have an ordering
ambiguity in defining L0 and L̃0. We now define them using the normal ordering convention
we have chosen and impose the constraints L0 = 0 = L̃0 by shifting them by a constant
which we will determine later:

(L0 − a)|phys⟩ = 0 =
(
L̃0 − a

)
|phys⟩ (Mass-shell condition). (3.3.8)

The constant a is called the normal ordering constant. In the classical theory, we saw that
the constraints L0 = 0 = L̃0 gave us the level matching condition. We want to understand
its quantum version. Noting that

αµ
0 =

√
α′

2
pµ = α̃µ

0 , and pµpµ = −M2,

we see that (3.3.8) can be written as(
N − α′

4
M2 − a

)
|phys⟩ = 0(

Ñ − α′

4
M2 − a

)
|phys⟩ = 0,

where

N =
∞∑
k=1

α−k ·αk and Ñ =
∞∑
k=1

α̃−k · α̃k (3.3.9)

are the number operators. Thus the quantum level matching condition is

M2 =
4

α′ (N − a) =
4

α′ (Ñ − a). (3.3.10)

Since the number operator gives the number of excitations of the string, we see that the
number of left-moving and right moving excitations are equal. Thus quantum level matching
condition imply equal number of left-moving and right-moving modes.
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3.3.7 The Physical Hilbert Space

As discussed before, the physical Hilbert space of the theory consists of states satisfying the
constraint (3.3.7) and (3.3.8). Let us now analyse the physical spectrum.

Definition 3.3.7. A state |ψ⟩ is called spurious if it satisfies the mass-shell condition and
is orthogonal to all physical states. That is

(L0 − a) |ψ⟩ = 0 and ⟨ϕ | ψ⟩ = 0 ∀ |ϕ⟩ physical .

Note that the spurious states are orthogonal to all physical states. Thus if we require the
spurious states themselves to be physical we must have

⟨ψ | ψ⟩ = 0.

Definition 3.3.8. Spurious states which are also physical are called null states.

If |ψ⟩ is a physical state and |χ⟩ is a null state then, it is easy to check that |ψ⟩+ |χ⟩ is also
physical and that its inner product with any other physical state is same as that of |ψ⟩. This
means that these two states are physically indistinguishable and we have the identification

|ψ⟩ ∼= |ψ⟩+ |χ⟩. (3.3.11)

Thus the physical Hilbert space must be the quotient space

HCQ
∼=

Hphys

Hnull

, (3.3.12)

where HCQ is the physical Hilbert space of covariant quantisation and Hphys,Hnull denotes
the space of physical states (states satisfying the constraint (3.3.7) and (3.3.8)) and null
states respectively. Let us now look at the states at various levels. We will only determine
the left moving sector since the right moving is analogous.

Level 0

At level N = 0, there is only one state |0; p⟩. The constraint (3.3.8) implies that the
mass of this state is

M2 = −4a

α′ . (3.3.13)

The norm of this state is

⟨0; p|0; p′⟩ = (2π)Dδ(D)(p− p′) (3.3.14)

and hence we have no ghosts or null states at this level.

Level 1
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At level N = 1, a general state is of the form

|e, p⟩ = e ·α−1|0; p⟩ (3.3.15)

where e = eµ is a vector. The norm of this state is

⟨e, p′|e, p⟩ = eµ⋆eµ(2π)
Dδ(D)(p− p′) (3.3.16)

and hence is nonnegative given then e is not timelike: e2 ≥ 0. The constraint (3.3.8) gives
the mass of this state

M2 =
4(1− a)

α′ . (3.3.17)

The constraints Lm|e, p⟩ = 0 for m ≥ 2 is automatically satisfied. We check the constraint
L1|e, p⟩ = 0. We have

L1|e, p⟩ ∝ (p̂ ·α1)(e ·α−1)|0; p⟩ = (e · p)|0; p⟩ = 0. (3.3.18)

Thus we must have e · p = 0 for this state to be physical. There are three cases to consider:

1. a > 1: In this case M2 < 0 and is not allowed for a physical theory.

2. a = 1: In this case M2 = 0. By doing a Lorentz transformation, we can take the
momentum of the state to be

pµ = (E, 0, 0, · · · , E).

The physicality condition then becomes

p · e = −Ee0 + EeD−1 = 0 =⇒ e0 = eD−1.

Then
e2 = −

(
e0
)2

+
(
e1
)2

+ . . .+
(
eD−1

)2
=
(
e1
)2

+ . . .+
(
eD−2

)2 ≥ 0.

This means the state has no negative norm state. There can be null states which we
will determine later.

3. a < 1: In this caseM2 > 0 and we can go to the rest frame via a Lorentz transformation
in which

pµ = (M, 0, 0, · · · , 0).

The physicality condition e · p = 0 implies e0 = 0. Then a nontrivial state with e ̸= 0
has positive norm and there are no null states.

The last two cases both physically make sense but the last case does not have a known way
of introducing interactions. Later we will show that a = 1 along with D = 26 (to be argued
below) gives rise to ghost free HCQ. We will take a = 1 from now on.
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Level 2

At level N = 2, a general state is of the form

|ζ, e, p⟩ ≡
(
e · α−2 + ζµνα

µ
−1α

ν
−1

)
|0; p⟩.

The constraint implies

M2 =
4(2− a)

α′ =
4

α′ > 0.

The physical constraint Lm|φ, e, p⟩ = 0 for m ≥ 3 is trivially satisfied. We have

L1|ζ, e, p⟩ =

[
eν +

√
α′

2
ζµνp

µ

]
αν
−1|0, p⟩ = 0,

which gives

eν +

√
α′

2
ζµνp

µ = 0, ν = 0, 1, . . . , D − 1. (3.3.19)

Similarly L2|φ, e, p⟩ = 0 gives

2

(
α′

2

)1/2

p · e+ ζµνη
µν = 0. (3.3.20)

Let us find a particular solution to these equations. Since this is a massive state, we can

take pµ = (M, 0, 0, . . . , 0) where M =
(

4
α′

)1/2
. Then from (3.3.19) we get

eµ =
√
2ζ0µ. (3.3.21)

From (3.3.20) we get

−2
√
2e0 + ζµµ = 0 =⇒ −4ζ00 − ζ00 + ζ ii = 0 =⇒ ζ ≡ ζ ii = 5ζ00 (3.3.22)

Let us now take

ζij = ζδij, ζ00 =
D − 1

5
ζ, e0 =

√
2(D − 1)

5
ζ (3.3.23)

and rest all components 0. This choice clearly satisfies (3.3.21) and (3.3.22). We then have

⟨ζ, e, p | ζ, e, p′⟩ =
(
2e2 + 2ζµνζ

µν
)
(2π)Dδ(D) (p− p′)

=

(
− 4

25
(D − 1)2ζ2 + 2

(D − 1)2

25
ζ2 + (D − 1)ζ2

)
(2π)Dδ(D) (p− p′)

=
2ζ2

25

(
25(D − 1)− (D − 1)2

)
(2π)Dδ(D) (p− p′)

=
2ζ2

25
(26−D)(D − 1)(2π)Dδ(D) (p− p′) .

40



So if D > 26, then this is a negative norm state. If D ≤ 26 then this state is a non-negative
norm state. We will quantise the string in the next section in a different way called lightcone
quantisation which is manifestly ghost free but breaks Lorentz invariance. We will show in
Section 7.4 that lightcone Hilbert space is same as HCQ when D = 26 which will prove the
following no ghost theorem:

Theorem 3.3.9. (No ghost theorem) The ghosts decouple in the critical dimension D = 26
and with a = 1.

The reason we want to match HCQ with lightcone Hilbert space is twofold:

1. Once we fix D ≤ 26 in this step we will have to show that HCQ is ghost free at all
levels which is a tedius task. Moreover we do not have any free parameter to fix and
guarantee that HCQ is ghost free.

2. The way we will prove the no-ghost theorem is by quantising the string using BRST
formalism which is a consistent way of quantising gauge theories. It turns out that

HBRST
∼= Hlightcone

and hence no-ghost theorem for HCQ requires us to prove HCQ
∼= Hlightcone.

We now determine Hnull to fully characterise HCQ. We will show that for a = 1, D = 26, we
can explicitly construct all states in Hnull. The construction of null states is based on [1].

Lemma 3.3.10. A general spurious state is of the form

|ψ⟩ =
∞∑
n=1

L−n |χn⟩

where |χn⟩ are some states satisfying the modified mass-shell condition

(L0 − a+ n) |χn⟩ = 0, ∀n ≥ 1.

Proof. By definition, we have

⟨ϕ | ψ⟩ = 0 ∀ |ϕ⟩ physical.

We know that

Ln|ϕ⟩ = 0 ∀n > 0

Thus we can write

|ψ⟩ =
∞∑
n=1

L−n |χn⟩
(
since L†

−n = Ln

)
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for some state |χn⟩. Mass-shell condition implies

(L0 − a) |ψ⟩ = 0

⇒
∞∑
n=1

(L0L−n − aLn) |χn⟩ = 0.

By quantum Virasoro algebra L0L−n = L−nL0 + nL−n. We get

∞∑
n=1

(L−nL0 + n− aL−n) |χn⟩ = 0

⇒
∞∑
n=1

L−n (L0 − a+ n) |χn⟩ = 0

⇒ (L0 − a+ n) |χn⟩ = 0 ∀ n > 0.

Definition 3.3.11. The states |χn⟩ satisfying (L0 − a+ n) |χn⟩ = 0 are called level n states.

Lemma 3.3.12. Any spurious state |ψ⟩ can be written as

|ψ⟩ = L−1 |χ1⟩+ L−2 |χ2⟩

where |χ1⟩ and |χ2⟩ are level 1 level 2 states i,e. they satisfy

(L0 − a+ 1) |χ1⟩ = 0 and (L0 − a+ 2) |χ2⟩ = 0.

Proof. By Lemma 3.3.10, we have

|ψ⟩ =
∞∑
n=1

L−n |χn⟩ ,

where (L0 − a+ n) |χn⟩ = 0. We will use induction to show that L−n|χn⟩ can be written as
L−1 |χ1⟩+L−2 |χ2⟩ for some level 1 and level 2 states |χ1⟩ and |χ2⟩ respectively for all n ≥ 3.
Let us begin with the base case. Note that by quantum Virasoro algebra, we have

[L−1, L−2] = (−1 + 2)L−2−1 + 0 = L−3.

Thus

L−3 |χ3⟩ = [L−1, L2] |χ3⟩ = L−1 (L− 2 |χ3⟩) + L2 (−χ−1 (χ3)) .
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Take |χ1⟩ = L2 |χ3⟩ and |χ2⟩ = −χ1 |χ3⟩. It remains to show that |χ1⟩ and |χ2⟩ are Level 1
and level 2 states respectively. Indeed since (L0 − a+ 3) |χ3⟩ = 0, we have

(L0 − a+ 1)L−2 |χ3⟩ = (L0L− 2 + L− 2(−a+ 1)) |χ3⟩
= (L−2L0 + 2L−2 + L−2(−a+ 1)) (χ3⟩
= L2 (L0 − a+ 3) |χ3⟩
= 0,

where we used the quantum Virasoro algebra: L0L−2 = L−2L0 + 2L−2. Similarly we have

(L0 − a+ 2) (−L−1 |χ3⟩) = − (L−1L0 + L−1(−a+ 2)) |χ3⟩
= − (L0L−1 + L−1 + L−1(−a+ 2)) |χ3⟩
= −L−L (L0 − a+ 3) |χ3⟩
= 0.

For any n, we assume that L−n+1 |χn−1⟩ can be written as L−1 |χ1⟩+ L−2 |χ2⟩. Then since

L−n =
1

n
[L−1, L−n+1] ,

so that

Ln |χn⟩ =
1

n
L−1 (L−n+1 |χn⟩) +

1

n
L−n+1 (−L−1 |χn⟩) .

Following similar method as in the base case, we can show that − 1
n
L−1|χn⟩ is a level n− 1

state. Indeed observe that

− 1

n
(L0 − a+ n− 1)L−1 |χn⟩ = − 1

n
(L−1L0 + L−1 + L1(−a+ n− 1)) |χn⟩

= − 1

n
L−1 (L0 − a+ n) |χn⟩

= 0

So using induction hypothesis, we get

L−n |χn⟩ = L−1

(
1

n
Ln+1 |χn⟩

)
+ L−1 |χ̃1⟩+ L−2 |χ̃2⟩

for some level 1 state |χ̃1⟩ a level 2 state |χ̃2⟩ . It is also clear that 1
n
Ln+1 |χn⟩ is a level 1

state. Thus define

|χ̂1⟩ = |χ̃1⟩+
1

n
Ln+1 |χn⟩ |χ̂2⟩ = |χ̃2⟩

so that
L−n |χn⟩ = L−1 |χ̂1⟩+ L−2 |χ̂2⟩

where χ̂1 and χ̂2 are level 1 and level 2 states respectively.
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Physical Spurious States

In view of Lemma 3.3.12, it is sufficient to find the values of a and D such that the spurious
states L−1 |χ1⟩ and L−2 |χ2⟩ become physical where |χ1⟩ and |χ2⟩ are level 1 and level 2
states respectively.

Theorem 3.3.13. Let |χ1⟩ be a level 1 state satisfying Lm |χ1⟩ = 0 for all m > 0. Then the
spurious state |ψ⟩ = L−1 |χ1⟩ is physical if and only if a = 1.

Proof. ( =⇒ ) Suppose L−1 |χ1⟩ is physical. Then L1L−1 |χ1⟩ = 0 as physical states |ϕ⟩
satisfy Lm|ϕ⟩ = 0 for all m > 0. We get

L1L−1 |χ1⟩ = (L1L1 + 2L0) |χ1⟩
= 2L0 |χ1⟩
= 2(a− 1) |χ1⟩ ,

since |χ1⟩ is a level 1 state satisfying (L0 − a+ 1) |χ1⟩ = 0. Thus L1L−1 |χ1⟩ = 0 ⇒ a = 1.
(⇐=) If a = 1 then backtracking above steps we get L1L−1 |χ1⟩ = 0. To check that
LmL−1 |χ1⟩ = 0, we proceed inductively. We have the base case. Next

LmL−1 |x1⟩ = L−1Lm |χ1⟩+ (m+ 1)Lm−1 |χ1⟩ = 0,

since Lm |χ1⟩ = 0 by assumption and Lm−1 |χ1⟩ = 0 by induction hypothesis. Next thing to
check is

(L0 − a)L−1 |χ1⟩ = 0, (a = 1).

Indeed
L0L−1 |χ1⟩ = L−1L0 |χ1⟩+ L−1 |χ1⟩

= 0 + L−1 |χ1⟩ ,
since (L0 − a+ 1) |χ1⟩ = L0 |χ1⟩ = 0.

Next we look at level 2 spurious states. A general level 2 spurious state is

|ψ⟩ = (L−2 + γL−1L−1) |χ2⟩ .

We will show that |ψ⟩ is physical if and only if γ = 3
2
and D = 26.

Theorem 3.3.14. Let |χ2⟩ be a level 2 state satisfying Lm |χ2⟩ = 0 for all m > 0. Then the
spurious state |ψ⟩ = (L−2 + γL−1L−1) |χ2⟩ is physical if and only if γ = 3

2
and D = 26.

Proof. ( =⇒ ) Suppose |ψ⟩ is physical, then we must have ⟨ψ|ψ⟩ = 0 since |ψ⟩ is spurious.
Next we demand Lm|ψ⟩ = 0 for all m > 0. In particular L1|ψ⟩ = 0. We have

(L1L−2 + γL1L−1L−1) |χ2⟩ = 0
=⇒ (L−2L1 + 3L−1 + γL−1L1L−1 + 2γL0L−1) |χ2⟩ = 0
=⇒ (L1 + 3L−1 + γL−1L−1L1 + 2γL−1L0 + 2γL−1L0 + 2γL−1) |χ2⟩ = 0
=⇒ L−1 (3 + 4γL0 + 2γ) |χ2⟩ = 0,
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where we used L1|χ2⟩ = 0. Now since L0|χ2⟩ = −|χ2⟩, we get

L−1(3 + y(−1)γ + 2γ) |χ2⟩ = 0

=⇒ (3− 2γ)L−1 |χ2⟩ = 0

=⇒ γ =
3

2

So

|ψ⟩ =
(
L−2 +

3

2
L−1L−1

)
|χ2⟩ .

Next we impose L2|ψ⟩ = 0. We have

L2

(
L−2 +

3

2
L−1L1

)
|χ2⟩ = 0

=⇒
[
L2, L−2 +

3

2
L−1L−1

]
|χ2⟩+

(
L−2 +

3

2
L−1L−L

)
L2 |χ2⟩ = 0

=⇒
(
4L0 +

c

12
2(3)δ0,0 +

3

2
[L2, L1L−1]

)
|χ2⟩ = 0,

where we used our assumption that L2 |χ2⟩ = 0. Now since

[L2, L−1L−1] = [L2, L1]L1 + L−1 [L2, L1]

= 3L1L−1 + 3L−1L1

= 3 (L−1L1 + 2L0) + 3L−1L1

= 6L−1L1 + 6L0.

So we have (
4L0 +

c

2
+

3

2
(6L−1L1 + 6L0)

)
|χ2⟩ = 0

=⇒
(
13L0 + 9L−1L1 +

c

2

)
|χ2⟩ = 0

=⇒ c = 26,

where we used L1|χ2⟩ = 0 and L0|χ2⟩ = −|χ2⟩. In free Bosonic string theory, we know that
c = η µ

µ = D, so D = 26.
(⇐=) Assuming D = 26, γ = 3

2
, we can show that L1|ψ⟩ = 0 and L2|ψ⟩ = 0 back tracking

the steps. For m ≥ 3, it is easily proved using induction as in the proof of Theorem 3.3.13.
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Finally we need to show that (L0 − 1) |ψ⟩ = 0. To see that this is true, observe that

(L0 − 1)

(
L−2 +

3

2
L−1L1

)
|χ2⟩ =

(
L0L−2 +

3

2
L0L−1L−1

)
|χ2⟩ − |ψ⟩

=

(
L−2L0 + 2L2 +

3

2
L−1L0L1 +

3

2
L−1L−1

)
|χ2⟩ − |ψ⟩

=

(
L2(−1) + 2L−2 +

3

2
L−1L−1L0 +

3

2
L−1L−1 +

3

2
L−1L1

)
|χ2⟩ − |ψ⟩

=

(
L−2 −

3

2
L−1L−1 +

3

2
L−1L−1 +

3

2
L−1L−1

)
|χ2⟩ − |ψ⟩

= 0,

where we used L0 |χ2⟩ = − |χ2⟩ .

Thus we have shown that infinite classes of spurious states of zero norm appear in our theory
when D = 26 and a = 1. Thus we have determined the boundary where positive norm states
turn into negative norm states. Thus for these values of a and D, the ghosts decouple from
the theory as infinitely many zero norm states appear in our theory. There are non-critical
string theories free of ghosts for a ≤ 1 and D ≤ 25 but we will not pursue it here. We
conclude the covariant quantisation of closed strings with the result that the spectrum is
well defined and ghost free in the critical dimension. We will arrive at the same result in the
next section using another quantisation scheme.

3.4 Lightcone Quantisation

In lightcone quantisation, we begin by solving the constraints first and separating the phys-
ical degrees of freedom. Before we begin, let us discuss about reparametrizations, conformal
transformations and Weyl rescaling.

Given any reparametrization of the worldsheet, it corresponds to choosing a different co-
ordinate chart for the manifold. This has no physical consequence as all points, curves
remain same on the manifold (worldsheet). Thus any diffeomorphism automatically pre-
serves circular and hyperbolic angles. On the other hand coordinate transformations which
transform the metric as

gµν −→ Ω2(σ)gµν(σ)

are called conformal transformations. These transformations preserve angles (circular as well
as hyperbolic). Another version of Conformal transformations are maps between manifolds.
Let (M, g) and (N, g̃) be Riemannian manifolds and φ : M −→ N be a smooth map. Then
φ is said to be a conformal map if the pullback φ∗g̃ = Ω2g for some smooth function Ω.
Writing x′ = φ(x) we see that

g̃µν (x
′)
∂x′µ

∂xρ
∂x′ν

∂xσ
= Ω2(x)gρσ.
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Thus angles are preserved. In particular if M = N and g̃ = g then

gµν (x
′)
∂x′µ

∂xρ
∂x′ν

∂xσ
= Ω2(x)gρσ

which are usual conformal transformations. Weyl rescalings on the other hand, are com-
pletely different. They are not coordinate transformations. These do not act on the
parametrizations but act on the metric. Since the metric is only scaled thus angles are
preserved.

3.4.1 Residual Gauge Freedom: Lightcone Gauge

We have already fixed a gauge i,e. chosen two reparametrizations and used Weyl rescaling
to fix the metric to ηµν . But we have some residual gauge symmetry. Indeed consider a
reparametrization σα −→ σ̃α = σ̃α(σ) such that the metric changes by ηαβ −→ η̃µβ =
Ω2(σ)ηµν . If at the same time, we perform a Weyl transformation ηαβ −→ η̃µβ = Ω−2(σ)ηµν ,
then we see that the action is invariant. This is the residual guage symmetry and these are
exactly the conformal transformations. Thus we see that

“conformal = diffeomorphisms×Weyl”.

This also shows that the guage fixed Polyakov action has worldsheet conformal symmetry.
We will now quantise this system using lightcone coordinates. Introduce

σ± = τ ± σ =⇒ τ =
σ+ + σ−

2
, σ =

σ+ − σ−

2
.

The metric is given by

ds2 = −dτ 2 + dσ2 = −1

4

(
dσ+ + dσ−)2 + 1

4

(
dσ+ − dσ−)2

= −1

4
dσ+2 − 1

4
dσ−2 − 1

2
dσ+dσ− +

1

4
dσ+2 +

1

4
dσ−2 − 1

2
dσ+dσ−

= −dσ+dσ−.

So a reparametrization σ+ −→ σ̃+ (σ+) and σ− −→ σ̃− (σ−), ds2 simply changes by
scaling. Indeed

ds2 = −∂σ
+

∂σ̃+
dσ̃+∂σ

−

∂σ̃−dσ
− = −∂σ

+

∂σ̃+

∂σ−

∂σ̃
dσ̃+dσ̃.

Note that the reparametrizations are single variable. We would like to fix the remnant gauge.
The choice that we will make here is called lightcone gauge. Introduce

X =
1√
2

(
X0 ±XD−1

)
.

Such a choice breaks Lorentz invariance in classical as well as quantum theory as we have
picked a special time and space part while Lorentz transformations mixes space and time
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coordinates. So when we quantise our system, we will look for conditions that restores the
Lorentz invariance. It is now easy to see that

ds2 = −2dX+dX− +
D−2∑
i=1

(
dX i

)2
.

So the metric η++ = 0 = η−− and η+− = η−+ = −1 and ηii = 1 ∀ i̇ = 1, 2, . . . , D − 2
and all other elements vanish. So any vector Aµ = (A+, A−, Ai) is lowered as

Aµ = (−A−,−A+, Ai)

and the dot product is

AµBµ = −A+B− − A−B+ + AiBi.

Solution of the equation of motion is

X+ = X+
L

(
σ+
)
+X+

R

(
σ−) .

To see this, note that

Xµ = Xµ
L

(
σ+
)
+Xµ

R

(
σ−)

so that

X+ =
1√
2

(
X0 +XD−1

)
=

1√
2

[
X0

L

(
σ+
)
+XD−1

L

(
σ+
)
+X0

R

(
σ−)+XD−L

R

(
σ−)]

= X+
L

(
σ+
)
+X+

R

(
σ−) .

We now fix our gauge. Note that X+ satisfies the wave equation ∂+∂−X
+ = 0. Now note

that a reparametrization σ̃+ = σ̃+ (σ+) and σ̃− = σ̃− (σ−) corresponds to

τ̃ =
σ+ + σ−

2
, σ̃ =

σ̃+ − σ̃−

2
.

But τ̃ has to satisfy ∂+∂−τ̃ = 0. So we can choose

τ̃ =
X+

α′p+
− x+.

This is called lightcone gauge. The coordinate X− still satisfies the wave equation

∂+∂−X
− = 0

The usual solution is

X− = X−
L

(
σ+
)
+X−

R

(
σ−) .
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Let us look at the constraints in lightcone gauge. We had the constraint (∂+X)2 = 0 =
(∂−X)2 with X = (X+, X−, X0). So we get

(∂+X)2 = −2∂+X
−∂+X

+ +
D−2∑
i=1

(
∂+X

i
)2

(∂−X)2 = −2∂−X
−∂−X

+ +
D−2∑
i=1

(
∂−X

i
)2
.

Since

∂+X
+ =

α′p+

2
= ∂−X

+

(
as τ =

σ+ + σ−

2

)
,

the constraints (∂+X)2 = 0 = (∂−X)2 gives

∂+X
− =

1

α′p+

D−2∑
i=1

(
∂+X

i
)2

∂−X
− =

1

α′p+

D−2∑
i=1

(
∂−X

2
)2
.

(3.4.1)

Thus we see that in lightcone gauge the D − 2 scalar fields determine X− upto an additive
constant coming from integration. Indeed we see that if we write the mode expansion of
X−

L/R

X−
L

(
σ+
)
=

1

2
x− +

α′

2
p−σ+ + i

√
α′

2

∑
n̸=0

1

n
α̃−
n e

−inσ+

X−
R

(
σ−) = 1

2
x− +

α′

2
p−σ+ + i

√
α′

2

∑
n̸=0

1

n
α−
n e

−inσ−

then x− is coming as the integration constant while all other terms p− and α̃−
n , α

−
n is deter-

mined in terms of α̃i
n, α

i
n and p+. Indeed if we write

∂+X
−
L =

√
α

2

∑
n∈Z

α̃−
n e

inσ+

with α̃−
0 =

√
α′

2
p−

∂−X
−
R =

√
α′

2

n∑
n∈Z

αne
−inσ−

with α−
0 =

√
α′

2
p−.

Then substituting (∂+X)2 using Fourier modes of X i in (3.4.1), we get by comparing coeffi-
cients of e−inσ±

that

α−
n =

1√
2α′

1

p+

∑
m∈Z

D−1∑
i=1

αi
n−mα

i
m

α̃−
n =

1√
2α′

1

p+

∑
m∈Z

D−2∑
i=1

α̃i
n−mα̃

i
m.
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For n = 0, we get two expressions for p−:

α′p−

2
=

1

2p+

D−2∑
i=1

(
α′

2
pipi +

∑
n̸=0

αi
−nα

i
n

)
=

1

2p+

D−2∑
i=1

(
α′

2
pipi +

∑
n̸=0

α̃i
−nα̃

i
n

)
.

Using pµ = (p+, p−, pi) we see that

M2 = −pµpµ = 2p+p− −
D−2∑
i=1

pipi.

Using the above equality for α′p−

2
above we get

M2 =
4

α′

D−2∑
i=1

∑
n>0

αi
−nα

i
n =

4

α′

D−2∑
i=1

∑
n>0

α̃i
−nα̃

i
n,

where we used
′∑

n̸=0

αi
−nα

i
n = 2

′∑
n>0

αi
−nα

i
n.

The oscillators αi
n, α̃

i
n are called transverse oscillators. These are physical excitations in the

sense that knowing αi
n and α̃′

n determines all other modes. Thus the most general classical
solution can be determined in terms of 2(D− 2) oscillator modes αi

n, α̃
i
n and a bunch of zero

modes p±, pi, x±.

3.4.2 Quantisation

The usual way of quantisation is to compute the classical Poisson brackets and use Dirac
prescription. As we did in covariant quantisation, using the Poisson brackets, the following
commutation relations are obvious:[

xi, pj
]
= iδij,

[
x−, p+

]
= −i,

[
x+, p−

]
= −i[

αi
n, α

j
m

]
= nδijδm+n,0 =

[
α̃i
n, α̃

j
m

]
.

(3.4.2)

The ground state is again |0; pµ⟩ with |0⟩ being the string. To build the Fock space, we
impose

p̂µ |0; pµ⟩ = pµ |0; pµ⟩ , α̃i
n |0; pµ⟩ = 0 = αi

n |0; pµ⟩ , ∀ n > 0 µ = 1, 2, · · · , D − 1.

We act with αi
−n, α̃

i
−n, n > 0 to build the Fock space. Notice that i runs only over spatial

index i = 1, 2 · · · , D − 1, so the theory does not have ghosts by construction. Its time to
impose the constraints. As we had in covariant quantisation, level matching with normal
ordering implies

M2 =
4

α′ (N − a) =
4

α′ (Ñ − a),
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where now the number operators are

N =
1

2

D−2∑
i=1

∑
n̸=0

αi
nα

i
n and Ñ =

1

2

D−1∑
i=1

∑
n̸=0

α̃i
nα̃

i
n

and a is again the normal ordering constant which we again fix by requiring that the spectrum
be Lorentz invariant. Note that

1

2

D−1∑
i=1

∑
n ̸=0

αi
−nα

i
n =

1

2

∑
i

[∑
n>0

αi
−nα

i
n +

∑
n<0

αi
−nα

i
n

]

=
1

2

∑
i

∑
n>0

αi
−nα

i
n +

1

2

∑
i

[∑
n<0

αi
nα

i
−n − n

]

=
∑
i

∑
n>0

αi
−nα

i
n +

D − 2

2

∑
n>0

n,

where we used the commutator
[
αi
n, α

i
−n

]
= n. The last sum is divergent but we need to

extract physics out of this divergence. The result is the appearance of Casimir force. We
will do this in two ways.

UV Cut-off ε≪ 1

Write ∑
n>0

n −→
∑
n>0

ne−εn = − ∂

∂ε

∑
n>0

e−εn = − ∂

∂ε

[(
L− e−ε

)−1
]
.

Now

− ∂

∂ε

[
1

1− e−ε

]
=

e−ε

(1− e−ε)2
=

(
1− ε+ ε2

2
+O (ε3)

)
(
1− 1 + ε− ε2

2
+ · · ·

)2
=

(
1− ε+ ε2

2
+O (ε3)

)
ε2
(
1− ε

2
+ . . .

)2
=

1

ε2

(
t− ε+

ε2

2
+O

(
ε3
))(

1 + 2
ε

2
− 2

ε2

3!
+

3

4
ε2 +O

(
ε3
))

=
1

ε2

(
1 +

ε2

2
− ε2 − 2

6
ε2 +

3

4
ε2 +O

(
ε3
))

=
1

ε2
− 1

12
+O(ε).

The 1
ε2

must be renormalised away. After renormalising and taking ε → 0, we get the odd
result

∞∑
n=1

n = − 1

12
. (3.4.3)
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Zeta Function Regularisation

The Riemann zeta function is defined as

ζ(s) =
∞∑
n=1

1

ns
, s ∈ C.

The series defining ζ(s) converges absolutely and uniformly on compact subsets of the half
plane {s ∈ C : Re(s) > 1} and hence ζ(s) is holomorphic on this half plane. Moreover, the
Riemann zeta function admits a unique analytic continuation to the whole s−plane. To be
precise, Riemann in 1859 proved the following integral representation of the Riemann zeta
function:

π−s/2Γ
(s
2

)
ζ(s) =

1

s(s− 1)
+

∫ ∞

1

W (x)
(
xs/2 + x

1−s
2

) dx
x
, (3.4.4)

where

W (x) =
∞∑
n=1

en
2πx

and Γ(s) is the gamma function. The integral on the right hand side of (3.4.5) converges for
all C. So this integral gives an analytic continuation of ζ(s). Indeed putting

ξ(s) = s(s− 1)π−s/2Γ
(s
2

)
ζ(s),

we see that ξ(s) is an entire function and satisfies

ξ(1− s) = ξ(s).

From the fact that ξ(s) is entire, we see that ζ(s) (analytically continued) has simple zeros at
s = −2n, n ∈ N corresponding to poles of Γ

(
s
2

)
.3 Now at s = −1, we have that ξ(−1) = ξ(2).

This implies

2π1/2Γ

(
−1

2

)
ζ(−1) = 2π−1Γ(1)ζ(2)

⇒ π1/2

(
−1

2

)√
πζ(−1) = π−1π

2

6

⇒ ζ(−1) = − 1

12
.

So we see that both of the computation gives same result.

3These are called the trivial zeros of ζ(s). The Riemann hypothesis says that all other non trivial zeros
of ζ(s) lie on the line Re(s) = 1

2 . This is still an open problem and a million dollar problem announced by
the Clay Mathematical Institute.
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3.4.3 String Spectrum

With the above regularisation, the level matching condition becomes

M2 =
4

α′

[
D−2∑
i=1

∑
n>0

α2
−nα

i
n −

D − 2

24

]
=

4

α′

[
:N :− D − 2

24

]

=
4

α′

[
D−2∑
i=1

∑
n>0

α̃i
−nα̃

i
n −

D − 2

24

]
=

4

α′

[
:Ñ :− D − 2

24

]
.

We also identify the normal ordering constant as

a =
D − 2

24
.

Let us look at the ground state |0; pµ⟩. By our definition of vacuum |0⟩, we have

:N : |0; pµ⟩ = 0 = :Ñ : |0; pµ⟩ .

So Level matching gives

M2 = −D − 2

6α′ < 0.

These are particles weth negative mass-squared. These are called Tachyons. These are a
problem in Bosonic string theory. But when we study superstring theory where we include
Fermionic fields on the worldsheet, then these states automatically vanish. Now let us look
at excited states. First excited state is obtained by acting αi

−1 and α̃i
−1. To see this observe

that for n > 0,

Nαj
−n |0; pµ⟩ =

D−1∑
i=1

∞∑
k=1

αi
−kα

i
kα

j
−n |0; pµ⟩

=

[∑
i

∞∑
k=1

αi
−kα

j
−nα

i
k + kδijδk−n,0α

i
−k

]
|0; pµ⟩

= nα−n |0; pµ⟩ .

So αi
−1 and α̃

i
−1 give first excited states. Thus level matching requires us to act αi

−1 and α̃−1

together. So the first excited states are αi
−1α̃

j
−1 |0; pµ⟩. Mass of each of these states is

M2 =
4

α′

(
1− D − 2

24

)
. (3.4.5)

3.4.4 Fixing Lorentz Invariance

Our states are labelled by indices i, j = 1, 2, . . . , D− 1 and hence these transform as vectors
with respect to the group SO(D−2) ↪→ SO(1, D−1) where SO(1, D−1) is the full Lorentz
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group. But finally we want our states to fit into some representation of the Lorentz group
S0(1, D − 1). Here we invoke Wigner’s classification of representations of Poincaré group.
From the discussion in Appendix A4, we see that if we want our states αi

−1α̃
j
−1 |0; pµ⟩ to

transform as some representation of the Lorentz group, then these states must be massless
as these states fit into the representation of the little group SO(D − 2) which is the little
group corresponding to massless representation. Thus (3.4.5) implies that D = 26 which
also gives a = 1. Thus we have recovered the critical dimension by requiring that the first
excited state be representations of the Lorentz group. We still need to make sure that the
higher excited states also transform as some representations of the Lorentz invariant and we
now have no choice other than to hope that with the values of a and D that we have chosen,
we somehow manage to embed the higher excited states into the representation of Lorentz
group. This is indeed the case. We will show this for the second excited state but one can
check that the all higher excited states fit into some massive representation of the Lorentz
group. We first note from (3.4.5) that all higher excited states are massive with the values
of D that we have chosen. So by Wigner’s classification, all these states must fit into some
representation of SO(D − 1) as the little group for massive representations is SO(D − 1).

For N = Ñ = 2, the states are

αi
−1α

j
−1 |0; pµ⟩ , αi

−2 |0; pµ⟩ − Right moving

α̃i
−1α̃

j
−1 |0; pµ⟩ , α̃i

−2 |0; pµ⟩ − Left moving.

Since αi
−1, α

j
−1 commute, in the right moving sector there are a total of

1

2
(D − 2)(D − 1) + (D − 2) = (D − 2)

(
D − 1 + 2

2

)
=

(D − 2)(D + 1)

2

=
1

2
D(D − 1)− 1

states. These easily fit into the symmetric traceless representation of SO(D− 1). Infact one
can prove that all higher excited states fit into some representation of SO(D− 1). Hence we
have recovered Lorentz invariance by fixing the dimension of spacetime.

There is one other way to explicitly check that we have recovered Lorentz invariance: We
compute the conserved charges and currents corresponding to the global Poincaré symmetry
Xµ −→ Λµ

νX
ν + Cµ of the action and require that they satisfy Poincaré algebra. Let us

begin with translations Xµ −→ Xµ + Cµ. One can compute the Noether current. It turns
out to be:

Pα
µ =

1

2πα′∂
αXµ.

4I recommend going through Appendix A to understand the uses of Wigner’s classification in string theory
context.
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It is easy to see that ∂αP
α
µ = 0 as ∂α∂

αXµ = 0 on-shell. Next the Noether charge corre-
sponding to Lorentz transformation Xµ −→ Λµ

νX
ν is

Jα
µν = Pα

µXν − Pα
ν Xµ.

We can again check that ∂αJ
α
µν = 0. Indeed we have

∂αJ
α
µν =

(
∂αP

α
µ

)
Xν + Pα

µ ∂αXν − (∂αP
α
ν )Xµ − Pα

ν ∂αXµ

= Pα
µ ∂αXν − Pα

ν ∂αXµ

=
1

2πα′ (∂
αXµ∂αXν − ∂αXν∂αXµ)

= 0.

The conserved charges corresponding to Jτ
µ is

Mµν =

∫ π

0

dσJτ
µν .

Now using the mode expansion for Xµ we get

Mµν =

∫ π

0

dσ (XµΠν −XνΠµ) =
1

2πα′

∫ π

0

dσ
(
XµẊν −XνẊµ

)
= lµν + Eµν + Ẽµν ,

where

lµν = xµpν − xνpµ,

Eµν = −i
∞∑
n=1

1

n
(αµ

−nα
ν
n − αν

nα
µ
n) ,

Ẽµν = −i
∞∑
n=1

1

n

(
α̃µ
−nα̃

ν
n − α̃ν

−nα̃
µ
n

)
.

The first piece lµν is the orbital angular momentum of the string while the other two pieces
arise from excited states. Classically, one can check that the Poisson bracket forMµν satisfies
Lorentz algebra. In covariant quantisation, it is easy to check that Mµν satisfies the Lorentz
algebra but in lightcone quantisation, things are not so clear. In lightcone gauge, we must
be able to produce the Lorentz algebra i,e.

[Mρσ,M τν ] = ηστMρν − ηρτMσν + ηρνMστ − ησνMρτ .

The only bracket which is non trivial is [M i−,M j−] = 0. This commutator involves p− and
α−
n which has been fixed in lightcone gauge in terms of other transverse oscillators. A messy

calculation gives[
M i−,M j−] = 2

(p+)2

∑
n>0

([
D − 2

24
− 1

]
n+

1

n

[
a− D − 2

24

]) (
αi
−nα

j
n − αj

−nα
i
n

)
++

2

(p+)2

∑
n>0

([
D − 2

24
− 1

]
n+

1

n

[
a− D − 2

24

]) (
α̃i
−nα̃

j
n − α̃j

−nα̃
i
n

)
,
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which is 0 if and only if a = 1 and D = 26. This is consistent with our earlier derivation of
the critical dimension.

3.4.5 First String Excitation

The first excited states are massless representations of the little group SO(D − 2). There
are a total (D − 2)2 particles (tensor product of the left and right-moving sectors) in the
first excitation. So we want to get the irreducible representations of SO(D−2) of dimension
(D − 2)2 so that each irreducible factor would correspond to an elementary particle by
Wigner’s proposal. Using the method of Young Tableau, we can prove that the tensorial
representation of SO(D − 2) of dimension (D − 2)2 consists of three irreducible parts:

Traceless symmetric⊕Antisymmetric⊕Trace (Scalar)

Dim:
(D − 2)(D − 1)

2
− 1

(D − 2)(D − 3)

2
1

Following the usual method of constructing field theory from representations, we attach a
tensor field to each of these representation. We get three particles.

1. Gµν(X) : the traceless symmetric tensor field which we will identify with graviton.

2. Bµν(X) : the antisymmetric tensor field. This is sometimes called the Kalb-Ramond
field.

3. Φ(X) : the trace part of the tensor representations. This scalar field is called the
dilaton.

To see that these fields arise in our theory, we decompose the first excited state as follows:

αi
1α̃

j
−1 |0; pµ⟩ =

(
α
(i
−1α̃

j)
−1 −

1

D − 2
δijαk

−1α̃
k
−1

)
|0; pµ⟩︸ ︷︷ ︸

symmetric traceless

+α
[i
−1α̃

j]
−1 |0; pµ⟩︸ ︷︷ ︸

antisymmetric

+
1

D − 2
δijαk

−1α̃
k
−1 |0; pµ⟩︸ ︷︷ ︸

trace

,

where (, ) and [, ] are the symmetrized and antisymmetrized indices. The traceless symmetric
field Gµν is particularly interesting as it represents massless symmetric, traceless rank two
tensor field. We will identify this field with the metric of spacetime, the graviton because
Weinberg in 1965 [15] showed that any interacting theory of massless symmetric, traceless
rank two tensor field is Einstein’s gravity. Later we will explicitly derive Einstein’s field
equations from this field.
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Chapter 4

Open Strings and D-Branes

In the previous chapter, we quantised the closed string and found that the spectrum contains
three particles including the graviton. In this chapter, we will quantise the open strings with
different boundary conditions.

4.1 Solving the Equations of Motion

We have already found the equations of motion of the open string subject to three different
boundary conditions in Subsection 2.2.2. As already mentioned in Subsection 2.2.2, we will
normalise the length of the string so that σ ∈ [0, π). We will now solve the equations of
motion for the first two boundary conditions.

4.1.1 Neumann Boundary Condition at Both Ends (NN)

This means that

∂σX
µ = 0 for σ = 0, π.

Since the equation of motion is

∂α∂
αXµ = 0,

we again have

Xµ(σ, τ) = Xµ
L

(
σ+
)
+Xµ

R

(
σ−)

with

Xµ
L

(
σ+
)
=

1

2
xµ + α′pµσ+ + i

√
α′

2

∑
n̸=0

1

n
α̃µ
ne

−inσ+

and

Xµ
R

(
σ−) = 1

2
xµ + α′pµσ− + i

√
α′

2

∑
n̸=0

1

n
αµ
ne

−inσ−
.
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Now σ = σ+−σ−

2
, so σ = 0 ⇒ σ+ = σ̃ = τ/2. Since

∂σX
µ =

1

2
(∂+X

µ − ∂−X
µ) ,

the condition ∂σX
µ = 0 implies ∂+X

µ = ∂−X
µ. Using the Fourier expansion above, we get

α′pµ +

√
α′

2

∑
n̸=0

α̃µ
ne

−inσ+

∣∣∣∣∣
σ=0,π

= α′pµ +
√
α′

2

∑
n̸=0

αµ
ne

−inσ−

∣∣∣∣∣
σ=0,π

.

At σ = 0, we get√
α′

2

∑
n̸=0

(
α̃µ
n − αk

n

)
e−nπτ2 = 0 ⇒ α̃µ

n = αµ
n ∀ n ̸= 0.

So we have

Xµ = xµ + 2pµα′τ + i

√
α′

2

∑
n̸=0

1

n
αµ
ne

−inτ
(
e−inσ + einσ

)
.

This gives

Xµ = xµ + 2α′pµτ + i
√
2α′
∑
n̸=0

1

n
αµ
ne

−inτ cos(nσ). (4.1.1)

We can check that the boundary condition at σ = π is automatically satisfied. Again we can
check that xµ le pµ are center of mass position and momentum of the string. Constraints are

(∂+X)2 = 0 = (∂−X)2 .

With the given Fourier expansion, we still have the same classical constraints

Ln = 0 where Ln =
1

2

∑
k∈Z

αn−k ·αk ∀n ∈ Z

where now αµ
0 =

√
2α′pµ. The Poisson bracket for αµ

n are still the same.

{αµ
m, α

ν
n}P.B. = −imηµνδm+n,0, {xµ, pν}P.B. = ηµν . (4.1.2)

Virasoro algebra is also the same

{Lm, Ln}P.B. = −i(m− n)Lm+n.

The Poisson bracket for the Fourier modes and the Virasoro generators remain the same.
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4.1.2 Dirichlet Boundary Condition at Both Ends (DD)

We impose δXµ = 0 at σ = 0, π. This means that Ẋµ = 0 at σ = 0, π ∀ τ . Suppose
Xµ(0, τ) = xµ0 and Xµ(π, τ) = xµ1 . The constraint is the same. We can still write

Xµ = Xµ
L

(
σ+
)
+Xµ

R

(
σ−) .

where

Xµ
L

(
σ+
)
=

1

2
xµ + pµα′σ+ + i

√
α′

2

∑
n̸=0

1

n
α̃µ
ne

−inσ+

Xµ
R

(
σ−) = 1

2
xµ + pµα′σ− + i

√
α′

2

∑
n̸=0

1

n
αµ
ne

−inσ−
.

But the boundary condition implies

Xµ(0, τ) = xµ0 ⇒ xµ + 2pµα′τ + i

√
α′

2

∑
n̸=0

1

n
(α̃µ

n + αµ
n) e

−inτ

⇒ pµ = 0, xµ = xµ0 and α̃n = −αµ
n

But the second condition Xµ(π, τ) = xµ1 is not satisfied. Thus the general solution must
have the form

Xµ = xµ0 +
xµ1 − xµ0

π
σ +

√
2α′
∑
n ̸=0

1

n
αµ
ne

−inτ sin(nσ). (4.1.3)

This is gotten by assuming the forms of XL and XR as

Xµ
L

(
σ+
)
=

1

2
xµ + pµα′σ+ + i

√
α′

2

∑
n ̸=0

1

n
α̃µ
ne

−inσ+

Xµ
R

(
σ−) = 1

2
xµ − pµα′σ− + i

√
α′

2

∑
n̸=0

1

n
αµ
ne

−inσ−
,

so that

Xµ(σ, τ) = xµ + 2α′pµσ + i

√
α′

2

∑
n ̸=0

1

n

(
α̃µ
ne

inσ+

+ αµ
ne

−inσ−
)
.

Then Xµ(0, τ) = xµ0 ⇒ xµ = xµ0 and α̃µ
n = −αµ

n and Xµ(π, τ) = xµ1 implies

xµ0 + 2α′pµπ + i

√
α′

2

∑
n̸=0

1

n

(
α̃µ
ne

−inπ − α̃µ
ne

inπ
)
e−inτ = xµ1

⇒ xµ0 + 2α′pµπ = xµ1

⇒ 2α′pµ =
xµ1 − xµ0

π
.
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There is no center of mass momentum and the center of mass position is
xµ
0+xµ

1

2
as is easily

computed:

qµ =
L

π

∫ π

0

dσxµ(σ, τ) = xµ0 +
1

π

xµ1 − xµ0
π

1

2
π2 + 0 =

xµ0 + xµ1
2

.

Next, we find the classical constraints in terms of Fourier modes. The constraints are

(∂+X
µ)2 = 0 = (∂−X

µ)2 .

We have

∂+X
µ =

xµ1 − xµ0
π

1

2
+
√
2α′
∑
n ̸=0

αµ
n

1

2in
∂+
(
e−in(τ−σ) − e−in(τ+σ)

)
=
xµ1 − xµ0

π

1

2
+

√
α

2

∑
n̸=0

αµ
ne

−inσ+

=

√
α′

2

∑
n∈Z

αµ
ne

−inσ+

,

where

αµ
0 =

1√
2α′

xµ1 − xµ0
π

.

Similarly

∂−X
µ = −

√
α′
2

∑
n̸=0

αµ
ne

−inσ−
,

with same α0. Thus constraints are

Ln =
1

2

∑
k∈Z

αn−k ·αk = 0 ∀n ∈ Z.

All Poisson brackets remain the same.

4.1.3 Neumann at σ = 0 and Dirichlet at σ = π (ND)

This means
∂σX

µ = 0 at σ = 0, τ and Xµ = xµ at σ = π, τ.

As usual
Xµ = Xµ

L

(
σ+
)
+Xµ

R

(
σ−) .

where

Xµ
L

(
σ+
)
=

1

2
xµ + pµα′σ+ + i

√
α′

2

∑
n̸=0

1

n
α̃µ
ne

−inσ+

Xµ
R

(
σ−) = 1

2
xµ + pµα′σ− + i

√
α′

2

∑
n̸=0

1

n
αµ
ne

−inσ−
.
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The condition ∂σX
µ = 0 at σ = 0 ⇒ αµ

n = α̃µ
n as in previous case. Next

Xµ = xµ at σ = π ⇒ pµ = 0

i

√
α′

2
2
∑
n̸=0

1

n
αµ
ne

−inτ cos(nπ) = 0 ∀ τ.

This is possible only if cos(nπ) = 0 ∀n ⇒ n ∈ Z + 1
2
. So the sum must actually run over

half integers. So we get

Xµ(σ, τ) = xµ + i
√
2α′

∑
n∈Z+ 1

2

1

n
αµ
ne

−inτ cos(nσ). (4.1.4)

One can again show that the oscillators, which are now half integral, satisfy the same Poisson
bracket. It is easy to check that

∂±X
µ =

√
α′

2

∑
n∈Z+ 1

2

αµ
ne

−inσ± ⇒ (∂±X
µ)2 = α′1

2

∑
n∈ 1

2
Z

∑
r∈Z+ 1

2

αn−r ·αre
−inσ±

,

so that the classical constraints are again the same with the same expression for the Virasoro
generators:

Ln =
1

2

∑
r∈Z+ 1

2

αn−r ·αr = 0 ∀ n ∈ 1

2
Z.

4.1.4 Dirichlet at σ = 0 and Neumann at σ = π (DN)

Following similar process as in Subsection 4.1.3, we get that

Xµ(σ, τ) = xµ +
√
2α′

∑
n∈Z+ 1

2

1

n
αµ
ne

−inτ sin(nσ), (4.1.5)

and

∂±X
µ = ±

√
α′

2

∑
n∈Z+ 1

2

αµ
ne

−inσ±
.

This gives us the same classical constraints. The Poisson bracket also remains the same.

4.1.5 NN for 0 ≤ µ ≤ p and DD for p+ 1 ≤ µ ≤ D − 1: D-Branes

This means that

∂σX
a = 0 for a = 0, · · · , p at σ = 0, π

XI(0, τ) = cI , XI(π, τ) = dI for I = p+ 1, · · · , D − 1.
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This fixes the endpoints of the string in the D − p − 1 directions and hence is constrained
to move in the (p+ 1)−dimensional hypersurface. This hypersurface is usually called a Dp-
Brane. So a D0-brane is a particle, a D1-brane is itself a string, a D2-brane is a membrane
and so on. In particular if p = D − 1 then we get to NN case which means all space is
a D-brane, that is we get space filling D-brane. Combining Fourier modes of NN and DD
conditions, we get

Xµ(σ, τ) = xµ + 2pµτ + i
√
2α′
∑
n̸=0

1

n
αµ
ne

−inτ cos(nσ), µ = 0, 1, · · · , p

Xµ(σ, τ) = cµ +
dµ − cµ

2
σ +

√
2α′
∑
n̸=0

1

n
αµ
ne

−inτ sin(nσ), µ = p+ 1, · · · , D − 1.

(4.1.6)

One can also work out the Poisson bracket and show that they remain the same.

4.2 Quantisation

We can again quantise the open string in the cannonical way or using path integral. Here
we will discuss the cannonical quantisation. As usual, it can be done in two ways. We
will quickly discuss covariant quantisation but the lighcone quantisation will be discussed in
some detail.

4.2.1 Covariant Quantisation

Using the classical Poisson brackets (4.1.2), we impose the commutation relations

[xµ, pν ] = iηµν , [αµ
n, α

ν
m] = nδm+n,0η

µν , (4.2.1)

with all others being zero. Construct the Fock space as usual from ground state |0; pµ⟩. We
will again encounter ghosts which we can again get rid of by choosing a and D as in closed
string case by the same spurious state analysis. Infact in open string case we only have one
set of Virasoro generators

Ln =
∑
r

αn−r ·αr,

where the summation index and mode index run over integers or half-integers depending on
boundary conditions whether NN, DD or DN, ND. The quantum Virasoro algebra is again
the same i,e. the central extension of the Witt algebra. Thus the constraints are again
imposed as

Ln|phys⟩ = 0

(L0 − a) |phys⟩ = 0

where a is the normal ordering constant. The number operator is

N =
∞∑
n=1

(
αµ
−nαµ,n + αi

−nαi,n

)
+

∑
r∈N0+

1
2

αa
−rαa,r,
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where µ denotes NN direction, i denotes DD direction and a denotes the DN and ND
directions and N0 = N∪{0}. Again using the spurious state discussion we have a = 1, D = 26
for our spectrum to be ghost free. Lorentz invariance is manifest and the the normal ordering
constant drops out of any expressions involving angular momentum.

4.2.2 Lightcone Quantisation

As usual, we go to lightcone gauge by introducing

X± =
1√
2

(
X0 ±Xp

)
and choosing X+ = 2α′p+τ . It is easy to see that X± has to satisfy Neumann boundary
condition (due to τ in X+ ). The X+ oscillators are all zero except the zero mode

α+
0 =

√
2α′p+.

As in closed string case, the oscillators of X− is determined by the transverse oscillators
upto a constant x−. Let us now impose the commutation relations[

q−, p+
]
= −i,

[
qi, pj

]
= iδij[

αi
n, α

j
m

]
= nδijδn+m,0.

(4.2.2)

We can now construct the Fock space from vacuum |0; pµ⟩ by acting αi
m, m < 0 on |0; pµ⟩.

The spectrum is manifestly ghost free. Let us look at the ordering ambiguity. We have

L0 − α2
0 =

∑
n̸=0

α−n ·αn =
∑
n>0

αn ·αn +
0∑

n<0

α−n ·αn

=
∑
n>0

αn ·αn +
∑
n<0

(αn ·αn − n(D − 2))

= 2

(∑
n>0

αn ·αn +
D − 2

2

∑
n>0

n

)
.

Now the sum above can go over integer or half-integer depending on NN, DD or ND, DN
boundary conditions. In integral case, the last term is regularised using zeta function:

∞∑
n=1

n = − 1

12
.

If the sum goes over half integers then the last term is regularised using Hurwitz zeta function.
The last sum can be written as ∑

n∈N0+
1
2

n =
∞∑
n=0

(
n+

1

2

)
.
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The Hurwitz zeta function is defined as

ζ(s, q) =
∞∑
n=0

1

(n+ q)s

and is holomorphic for Re(s) > 1 and Re(q) > 0. It can be analytically continued to the
whole s-plane for a given value of q in the domain of definition but we do not need the
complete sophisticated machinery here rather a simple trick here will do the job. We note
that

ζ

(
s,
1

2

)
= 2s

∞∑
n=0

1

(2n+ 1)s

= 2s

[
ζ(s)−

∞∑
n=1

1

(2n)s

]
= 2s

(
ζ(s)− 2−sζ(s)

)
= (2s − 1)ζ(s).

Thus, using the analytic continuation of the Riemann zeta function, we get

ζ

(
−1,

1

2

)
= −1

2
ζ(−1) =

1

24
.

We have five boundary conditions. In general we can have a mix of all those boundary
conditions. Let i1 be NN and DD directions and i2 be ND and DN directions. Then we have

L0 − α2
0 = 2

∞∑
n=1

αi1
−nαi1,n + 2

∑
n∈N0+

1
2

αi2
−nαi2,n +D1

(
− 1

12

)
+D2

(
1

24

)

where D1 +D2 = D − 2 where D1 denotes the total number of NN and DD directions and
D2 denotes the total number of DN and ND directions. We recognise the last two constant
terms as the contribution to normal ordering constant. In terms of the number operator, we
have

L0 − a = α2
0 + 2

∞∑
n=1

αi1
−nαi1,n + 2

∑
n∈N0+

1
2

αi2
−nαi2,n +D1

(
− 1

12

)
+D2

(
1

24

)

= α2
0 + 2N +D1

(
− 1

12

)
+D2

(
1

24

)
.

If we consider the first string excitation αi
−n|0; pµ

〉
where n = 1 if i = i1 and n = 1

2
if i = i2

then

Nαi
−n |0; pµ⟩ = nαi

−n |0; pµ⟩ .
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Next the mass-spectrum is calculated using the constraint

(L0 − a) |phys⟩ = 0.

We now need to find an expression for α2
0. Indeed, note that in the DD directions,

αµ
0 =

1√
2α′

xµ1 − xµ0
π

=
∆Xµ

√
2α′π

, ∆Xµ := xµ1 − xµ0 ,

where ∆X is the string length in the DD direction. In the NN direction,

αµ
0 =

√
2α′pµ,

and there are no zero modes in ND and DN directions. This implies that

α2
0 = 2α′p2 +

(
∆X√
2α′π

)2

= −2α′M2 + 2α′
(
∆X

2α′π

)2

.

Using the expression for (L0 − a) from previous calculation, we get

2N − D1

12
+
D2

24
− 2α′M2 + 2α′

(
∆X

2πα′

)2

= 0

=⇒ α′M2 = N − D − 2

24
+
D2

16
+ α′

(
∆X

2πα′

)2

,

(4.2.3)

where N is the number of states in the physical excitation. Thus we see that any physical
excitation has to satisfy the above mass-shell condition. Let us explore the origin of the
extra term ∆X. Note that we have

α2
0 = −2α′M2 + α′

(
∆X

2α′π

)2

.

The extra term has natural physical interpretation: it is the mass of the string stretched
between two branes.

4.2.3 String Spectrum

Let us start with NN boundary conditions. The ground state is |0; pµ⟩ and the mass spectrum
gives

M2 = −D − 2

24α′ < 0.

So the ground state is Tachyonic. The first excited state is

αi
−1 |0; pµ⟩
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which transforms as a vector representation of SO(D− 2). Again Wigner’s theorem implies
that this state is a massless representation. Thus we get

1− D − 2

24
= 0 ⇒ D = 26.

We can go on constructing the higher excited states and show that D = 26 forces all of them
to be massive representations of the Lorentz group. At level n, the mass spectrum is

α′M2 = n− 1

and at level n, the representation includes a symmetric tensor of rank n (this comes from
Young Tableau method which we shall not describe here). This state corresponds to the
maximum spin n of this excitation. Let us pause and prove this. For each spin component,
we will produce a level N state and show that its spin eigenvalue corresponding to the
particular component is N . To make this explicit, we first recall the spin generators

Eµν = −i
∞∑
n=1

1

n
(αµ

−nα
ν
n − αν

nα
µ
n) , Ẽµν = −i

∞∑
n=1

1

n
(α̃µ

−nα̃
ν
n − α̃ν

nα̃
µ
n) .

We will distinguish between open and closed strings. In lightcone quantisation, the relevant
spin generators are Eij and Ẽij for 1 ≤ i, j ≤ D − 2. In closed string case, the state

corresponding to the spin component Eij and Ẽij is given by

Ωij =
(
αi
−1 + iαj

−1

)N (
α̃i
−1 + iα̃j

−1

)N |0; pµ⟩ .

Now observe that

EijΩij =
(
α̃i
−1 + iα̃j

−1

)N
(−i)

∑
n=1

1

n

(
αi
−nα

j
n − αj

−nα
i
n

) (
αi
−1 + iαi

−1

)N |0; pµ⟩

=
(
α̃i
−1 + iα̃j

−1

)N
(−i)

(
αi
−1α

j
1 − αj

−1α
i
1

) (
αi
−1 + iαj

−1

)N |0; pµ⟩ ,

where we used the fact that
(
αi
−nα

j
n − αj

−nα
i
n

)
commutes with αi

−1+ iαj
−1 ∀n > 1. Now we

have[
αi
−1α

j
1 − αj

−1α
i
1, α

i
−1 + iαj

−1

]
= αi

−1

[
αj
1, α

i
−1

]
+ iαi

−1

[
αj
1, α

j
−1

]
− αj

−1

[
αi
1, α

i
−1

]
− iαj

−1

[
αi
1, α

j
−1

]
= αi

−1δ
ji + iαi

−1 − αj
−1 − iαj

−1δ
ij

=

{
i
(
αi
−1 + iαj

−1

)
if i ̸= j

0 if i = j.

So assuming i ̸= j, we get

EijΩij =
(
α̃i
−1 + iα̃j

−1

)N
(−i)

(
αi
−1α

j
1 − αj

−1α
i
1

) (
αi
−1 + iαj

−1

)N |0; pµ⟩

=
(
α̃i
−1 + iα̃j

−1

)N
(−i)(iN)

(
αi
−1 + iαj

−1

)N |0; pµ⟩
= NΩij.
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Similarly ẼijΩij = NΩij. In case of open strings with NN boundary conditions:

Eij
(
αi
−1 + iαj

−1

)N |0; pµ⟩ = N
(
αi
−1 + 2αj

−1

)
|0; pµ⟩ .

Thus the maximum spin at each level is

Jmax = n.

Hence we have
Jmax = α′M2 + 1.

If we plot Jmax verses M2 at each level, we get a straight line with slope α′. This is why α′

is called the Regge slope. All states at a given level satisfy

Jmax ≤ α′M2 + 1,

and since J and M2 are quantised, all states lie on straight lines with the Tachyon lying
on the leading trajectory. These lines are called Regge trajectories. Regge trajectories are
observed in nature both for Mesons and baryons.

We now considerDp branes i,e. NN boundary conditions in p+1 directions and DD boundary
conditions in D − p− 1 direction. There are two cases to distinguish.

One Dp Brane

In this case, we have

Xµ(0, τ) = cI = Xµ(π, τ) µ = p+ 1, . . . , D − 1.

Thus the ends of the string are constrained to lie on one Dp brane. The ground state is now
defined by

αi
n |0; pµ⟩ = 0, n > 0, i = 1, 2, · · · p− 1, p+ 1, · · · , D − 1.

Note that the string momentum pµ is actually only in p + 1 directions. The SO(1, D − 1)
Lorentz symmetry is broken to the subgroup SO(1, p) × SO(D − p − 1). This means that
Lorentz symmetry on the brane still holds while in the spacetime, the brane is like a “defect”
wall. Again Lorentz invariance requires D = 26 and a = 1 as we can readily see by looking
at the mass spectrum of first excited state. To be explicit, the first excited states are
αi
−1 |0; pµ⟩ for i = 1, 2, . . . , p − 1 which transforms as a vector representation of SO(p − 1)

while the transverse modes αI
−1 |0; pµ⟩ transforms as a vector under SO(D−p−1). But since

SO(p− 1)× SO(D − p− 1) is the little group for massless representation of the “effective”
Lorentz group SO(1, p)×SO(D− p− 1, the first excited state must be massless to preserve
Lorentz symmetry. Now using the mass-shell condition (4.2.3), we get D = 26 and a = 1.
As the first excited state has maximum spin 1, the states αi

−1 |0; pµ⟩ for i = 1, 2, . . . , p − 1
are gauge fields as is known from quantum field theory. We introduce a gauge field Ai, i =
0, . . . , p and its quanta represents spin 1 photons. The transverse oscillators

αI
−1 |0; pµ⟩ , I = p+ 1, . . . , D − 1.
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These transform as scalar representations of SO(1, p) and hence we introduce D − p − 1
scalar fields ϕI . These ϕI have physical interpretation of fluctuations of the Dp brane.
This suggests that Dp branes are themselves dynamical as we will see later. Although ϕI

transform as scalars under the SO(1, p) Lorentz group of the Dp brane they transform as
vectors as representations of the SO(D − p − 1) rotation group. This appears as a global
symmetry of the brane world volume. One can also consider ϕI as the Goldstone Bosons
associated to the spontaneously broken translational symmetry.

Two Dp Branes: String Stretched Between Two Branes

In this case Xµ(0, σ) = xµ0 ̸= xµ1 = Xµ(π, σ), µ = p + 1, · · · , D − 1. From (4.2.3) we see
that there is a shift in mass spectrum:

α′M2 = N − D − 2

24
+ α′

(
xµ1 − xµ0
2α′π

)2

.

Thus the states αi
−1 |∆x±, pi⟩ are no longer massless. In general we can stack N such Dp

branes on top of each other (that is the branes are coincident) and denote the massless vector
excitation as

αi
−1|k, ℓ, pi⟩

where k, ℓ are labels which encode the Dp branes on which the endpoints of the string end.
These are called Chan-Paton labels. The resulting N2 states can be embedded in an N ×N
matrix and expanded in a complete set of N ×N matrices∣∣k, ℓ; pi〉 = λakℓ|a; pi⟩, a ∈

{
1, · · · , N2

}
,

where λakℓ are called Chan-Paton factors. The resulting fields T k
ℓ ,
(
ϕI
)k
ℓ
and (Aa)kℓ can be

fit into Hermitian matrices. Here T is the open string Tachyon. The diagonal fields arise
from strings ending on same brane. We will later see that (Aa)kℓ are identified with U(N)

Yang-Mills gauge Bosons and
(
ϕI
)k
ℓ
transform in the adjoint representation of U(N).

4.3 Discrete Diffeomorphisms: Oriented verses

Nonoriented Strings

Until now, we dealt with oriented string theories, that is we have not considered reparametriza-
tions of the form

σ → σ′ = π − σ
τ → τ ′ = τ.

Such a reparametrization respects the periodicity of closed strings and maps the two ends
of an open string to each other and reverses the orientation dσ ∧ dτ of the worldsheet1. The

1orientation of a manifold can be defined in terms of a top form on the manifold.
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above discrete diffeomorphism can be implemented by a unitary operator Ω:

ΩXµ(σ, τ)Ω−1 = Xµ(π − σ, τ).

Since the same operation twice is trivial we demand Ω2 = 1. So that the only eigenvalues of
Ω can be ±1. These actions can be expressed in terms of the oscillators. For closed string
we substitute

Xµ(σ, τ) = xµ + α′pµτ + i

√
α′

2

∑
n̸=0

1

n

(
αµ
ne

−inσ−
+ α̃µ

ne
−inσ+

)
.

Also the length of the string was normalised to 2π, so that the condition now becomes

ΩXµ(σ, τ)Ω−1 = Xµ(2π − σ, τ).

This gives
Ωαµ

nΩ
−1 = α̃µ

n, Ωα̃µ
nΩ

−1 = αµ
n.

For open string, we need to differentiate between different boundary conditions. Using similar
calculation as for closed strings, we get the following:

• NN boundary condition: Ωαµ
nΩ

−1 = (−1)nαµ
n.

• DD boundary condition: Ωαµ
nΩ

−1 = (−1)n+1αµ
n Ωxµ0,1Ω

−1 = xµ1,0.

• ND-DN boundary condition: Ωαµ,ND

n+ 1
2

Ω−1 = i(−1)nαµ,DN

n+ 1
2

.

We need to fix the action of Ω on the ground state. It turns out that Ω|0; pµ⟩ is determined
upto a sign which is fixed by the so called Tadpole cancellation (will be investigated later).
For closed strings, the unoriented string spectrum must be invariant under left moving -
right moving sector exchange. This means that of the three massless fields, only graviton
and dilaton survives. This is called the restricted Shapiro-Virasoro model and the oriented
one is called the extended Shapiro-Virasoro model.

Let us now turn to the open strings. If Ω acts on the ground state with plus sign, then
the unoriented open string spectrum with NN (respectively DD) boundary condition must
consist of even (respectively odd) level number. For 2N branes stacked on top of each
other, one must also consider the action of Ω on the Chan-Paton factors. Since Ω changes
orientations

(
Ωxµ1,0Ω

−1 = xµ0,1
)
we have

Ω |k, ℓ; pµ⟩ = |ℓ, k, pµ⟩

at massless vector level. This means we only have N(2N − 1) (symmetric) surviving Chan-
Paton factors. Thus we get a massless vector of a SO(2N) ⊂ U(2N) gauge theory. If Ω
acts with negative sign, the Chan-Paton labels are antisymmetrized and we get a massless
vector of a Sp(2N) ⊂ U(2N) gauge theory where Sp(2N) is the symplectic group of rank N
defined as follows:

Sp(2N) =
{
M ∈ GL(2N,R) :MJMT = J

}
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where

J =

(
0 I
−I 0

)
where I is N × N identity matrix. This is because the dimension of the antisymmetric
representation is

(2N)2 − 2N(2N − 1)

2
= (2N)

[
4N − (2N − 1)

2

]
= N(2N + 1)

which is equal to the real dimension of Sp(2N).
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Chapter 5

Conformal Field Theory

In this chapter, we will review conformal transformations and conformal group in detail. We
will describe the conformal transformations in N -dimensional case but later specify to two
dimensions which is relevant to string theory.

5.1 Conformal Transformations

We have already looked at conformal transformations Let us recall the definition:

Definition 5.1.1. Let (M, g) and (N, g̃) be Riemannian (or pseudo-Riemmanian) manifolds
and φ : U −→ V be a smooth map where U ⊂ M,V ⊂ N are open sets. Then φ is called a
conformal map if the pullback φ∗ of φ satisfies

φ∗g̃ = Ω2g, (5.1.1)

where Ω ∈ C∞(M) is called the scale factor. Here C∞(M) denotes the space of smooth
functions f :M −→ R.

Suppose M is m dimensional and M is n dimensional. Let (x0, . . . , xm−1) and (y0, . . . , yn−1)
be chart maps on U and V respectively1. Let the components of the metric tensor be given
by

gµν(x) := g

(
∂

∂xµ
,
∂

∂xν

)
, g̃µν(y) := g̃

(
∂

∂yµ
,
∂

∂yν

)
Then writing x′µ = yµ ◦ φ and using the definition of pullback, (5.1.1) becomes

g̃ρσ (x
′)
∂x′ρ

∂xµ
∂x′σ

∂xν
= Ω2(x)gµν(x), x′ = φ(x). (5.1.2)

Conformal transformations between distinct Riemannian manifolds are important for many

1these charts may not cover all of U and V .
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Figure 5.1: Conformal transformation in two dimensions. It is clearly visible that this
transformation preserves angles.

applications but we will analyse the case when M = N = R1,D−1 and gµν = g̃µν = ηµν . In
this case, a conformal transformation is just a spacetime transformation which only scales
the metric. It is also clear that the set of all conformal transformations forms a group
under composition of maps. We denote this group by Conf(R1,D−1). We would like to
determine this group for various spacetime dimensions. It turns out to be the Lorentz
group for dimensions greater than 3. In dimension 2, it is a bit more complicated and
turns out to be infinite dimensional if we look at local conformal transformations which we
will differentiate from the global conformal transformations in a precise sense. The global
conformal transformations coincide with the local conformal transformations in D ≥ 3. We
begin by analysing infinitesimal conformal transformations which helps us get the Lie algebra
of Conf(R1,D−1) immediately.

5.1.1 Infinitesimal Conformal Transformations

We will now concentrate on infinitesimal spacetime transformations and find conditions on
the infinitesimal parameter so that it is a conformal transformation. To this end, consider
the local infinitesimal coordinate transformation

xµ −→ x′µ = xµ + εµ(x) +O(ε2). (5.1.3)

Under this coordinate transformation, we have

ηρσ
∂x′ρ

∂xµ
∂x′σ

∂xν
= ηρσ

(
δρµ +

∂ερ

∂xµ
+O

(
ε2
))(

δσν +
∂εσ

∂xν
+O

(
ε2
))

= ηµν + ηµσ
∂εσ

∂xν
+ ηρν

∂ερ

∂xµ
+O

(
ε2
)

= ηµν +

(
∂εµ
∂xν

+
∂εν
∂xµ

)
+O

(
ε2
)
,
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where in the last step, we used

∂εν
∂xµ

=
∂ηµνε

µ

∂xµ
= ηµν

∂εν

∂xµ
.

If we demand that this infinitesimal transformation be a conformal transformation, then we
must have

ηµν + ∂µεν + ∂ν +O(ε2) = Ω2ηµνεµ

which implies that
∂µεν + ∂νεµ = f(x)ηµν (5.1.4)

for some function f . To determine the function f in terms of ε, we contract (5.1.4) with ηµν .
We get

ηµν (∂µεν + ∂νεµ) = f(x)ηµνηµν

=⇒ 2∂µεµ = f(x)D

=⇒ f(x) =
2

D
(∂ · ε).

Plugging this expression in (5.1.4), we get

∂µεν + ∂νεµ =
2

D
(∂ · ε)ηµν . (5.1.5)

The scale factor upto linear order in ε is given by

Ω2(x) = 1 +
2

D
(∂ · ε) +O(ε2).

We now derive several relations which will be useful in later computations. Taking partial
derivative ∂ν of (5.1.5), we obtain

∂ν (∂µεν + ∂νεµ) =
2

D
∂ν(∂ · ϵ)ηµv

=⇒ ∂µ(∂ · ε) +□εµ =
2

D
∂µ(∂ · ε),

where □ = ∂µ∂µ. Further taking partial derivative ∂ν of above equation, we get

∂µ∂ν(∂ · ε) +□∂νεµ =
2

D
∂µ∂ν(∂ · ε). (5.1.6)

Interchanging µ↔ ν in (5.1.6) and adding to the same equation, we obtain

(∂µ∂ν(∂ · ε) +□(∂νεµ)) + (∂ν∂µ(∂ · ε) +□(∂µεν)) =
4

D
∂µ∂ν(∂ · ε)

=⇒ 2∂µ∂ν(∂ · ε) +□(∂νεµ + ∂µεν) =
4

D
∂µ∂ν(∂ · ε)

=⇒ 2∂µ∂ν(∂ · ε) +□

(
2

D
(∂ · ε)ηµν

)
=

4

D
∂µ∂ν(∂ · ε)

=⇒ (ηµν□+ (D − 2)∂µ∂ν)(∂ · ε) = 0,
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where we used (5.1.5) in the last step. Finally contracting this equation with ηµν , we get

(D − 1)□(∂ · ε) = 0 (5.1.7)

We now derive another equation for later use. Taking derivatives ∂ρ of (5.1.5) and permuting
indices we get

∂ρ∂µεν + ∂ρ∂νεµ =
2

D
ηµν∂ρ(∂ · ε)

∂ν∂ρεµ + ∂µ∂ρεν =
2

D
ηρµ∂ν(∂ · ε)

∂µ∂νερ + ∂ν∂µερ =
2

D
ηνρ∂µ(∂ · ε).

Adding the last two equations and subtracting the first gives

2∂µ∂νερ =
2

D
(−ηµν∂ρ + ηρµ∂ν + ηνρ∂µ) (∂ · ε). (5.1.8)

5.2 Conformal Group in D ≥ 3

Let us first define the global conformal group and its algebra.

Definition 5.2.1. The conformal group is the group consisting of globally defined, invertible
and finite conformal transformations, that is conformal diffeomorphisms.

Definition 5.2.2. The conformal algebra is the Lie algebra corresponding to the conformal
group.

To find the conformal group, we first work out the infinitesimal conformal transformation
and then obtain the finite conformal transformation by exponentiating the infinitesimal ones.

5.2.1 Infinitesimal Conformal Transformations: D ≥ 3

We begin by observing that (5.1.7) constraints ε(x) to be atmost quadratic in x. Thus the
most general form of the local infinitesimal parameter ε(x) is

εµ(x) = aµ + bµνx
ν + cµνρx

νxρ, (5.2.1)

where aµ, bµν , cµνρ ≪ 1 are constants and cµνρ is symmetric in ν, ρ : cµνρ = cµρν . Now since
the condition for conformal transformation is encoded only in the constants appearing in
(5.1.7) and these conditions should not depend on the spacetime point, we can analyse the
conditions on the constants order by order.

(i) The constant term aµ (Translation): This term is not constrained by (5.1.5). This
corresponds to spacetime translation, for which the generator2 is Pµ = −i∂µ as is well
known.

2see Appendix B for details on symmetry generators and the explicit calculations of the generators of the
conformal algebra.
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(ii) The linear term bµν (Dilatation and Lorentz transformation): Plugging the expression
in (5.2.1) upto linear term into (5.1.5), we obtain

bνµ + bµν =
2

D
(ηρσbσρ) ηµν .

Now if we split bµν into symmetric and antisymmetric part as

bµν =
bµν + bνµ

2
+
bµν − bνµ

2

then the above equation implies that the symmetric part is proportional to ηµν . Thus
we see that bµν can be split in the following way

bµν = αηµν +mµν

where mµν = −mνµ. If we consider the symmetric term αηµv alone, then we get the
transformation x′µ = (1+α)xµ which describes infinitesimal scale transformations also
called dilatation. The generator corresponding to this transformation is D = −ixµ∂µ.

The antisymmetric part mµν corresponds to infinitesimal rotations x′µ = (δµν +mµ
ν)x

ν

with generator being the angular momentum operator Mµν = i (xµ∂ν − xν∂µ).

(iii) The quadratic term cµνρ (Special conformal transforamtion): Plugging the expression
in (5.2.1) into (5.1.8), we get

2∂µ∂νcρσλx
σxλ =

2

D
(−ηµν∂ρ + ηρµ∂ν + ηνρ∂µ) (η

µν∂ν(bµρx
ρ + cµσλx

σxλ))

=⇒ 2cρµν =
1

D
(−ηµν∂ρ + ηρµ∂ν + ηνρ∂µ) (b

µ
µ + 2cµµλx

λ)

=⇒ 2cρµν =
2

D

(
−ηµνcσσρ + ηρµc

σ
σν + ηνρc

σ
σµ

)
Thus we have

cµνρ = ηµρbν + ηµνbρ − ηνρbµ with bµ =
1

D
cρρµ.

Thus the infinitesimal parameter is

εµ(x) = (ηµρbν + ηµνbρ − ηνρbµ)x
νxρ

= 2(b · x)xµ + (x · x)bµ.

The resulting transformations are called Special Conformal Transformations (SCT)
which infinitesimally is given by:

x′µ = xµ + 2(x · b)xµ − (x · x)bµ. (5.2.2)

The corresponding generator is written as

Kµ = −i (2xµxν∂ν − (x · x)∂µ) .
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So we have four infinitesimal transformations:

• Infinitesimal translation x′µ = xµ + aµ, aµ ≪ 1 with generator Pµ = −i∂µ.

• Infinitesimal dilatation x′µ = (1 + α)xµ, α ≪ 1 with generator D = ixµ∂µ.

• Lorentz transformation x′µ = mµ
νx

ν , mµν = −mνµ, mµν ≪ 1 with generator Mµν =
i (xµ∂ν − xν∂µ) .

• Special conformal transformations x′µ = xµ+2(x·b)xµ−(x·x)bµ, bµ ≪ 1 with generator
Kµ = −i (2xµxν∂ν − (x · x)∂µ) .

5.2.2 Finite Conformal Transformations: D ≥ 3

To get finite conformal transformations, we need to exponentiate the generators with finite
parameters.

(i) Translations: let aµ be a finite translation. Then it is implemented on spacetime by
the operator

T (a) := exp (iaµPµ) .

Thus finite translations are given by

T (a)xµ = exp (iaνPν)x
µ

=

(
1 + aν∂ν +

1

2!
aνaρ∂ν∂ρ + . . .

)
xµ

= xµ + aνδµν + 0

= xµ + aµ,

as expected.

(ii) Dilatation: let α be a finite dilatation parameter. It is implemented on spacetime by
the operator

S(α) := exp (iαD) .

Thus finite dilatation is given by

S(α)xµ = exp (iαD)xµ

=

(
1 + αxν∂ν +

1

2!
α2xν∂νx

ρ∂ρ + . . .

)
xµ

= xµ + αxνδµν +
1

2!
α2xν∂ν(x

ρδµρ) + . . .

= xµ + αxµ +
1

2!
α2xµ + . . .

= eαxµ.
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(iii) Lorentz transformation: let ωµν be finite rotation and boost parameters with ωµν =
−ωνµ. Then it is clear that exp(iωµνMµν) ∈ SO(1, D − 1). Then on spacetime, finite
Lorentz transformation is implemented by the Lorentz transformation operator

Λµ
ν :=

(
exp(iωρλMρλ)

)µ
ν
,

and on spacetime it acts in the usual way.

(iv) Special conformal transformation: let bµ be a finite SCT parameter. To get finite
SCT transformation on spacetime, we need to compute exp(ibρKρ)x

µ by expanding
the exponential. Observe that

ibρKρx
µ = (2(b · x)xρ − (x · x)bρ) ∂ρxµ = 2(b · x)xµ − (x · x)bµ.

Next we have

(ibρKρ)
2xµ = (2(b · x)xρ − (x · x)bρ) ∂ρ(2(b · x)xµ − (x · x)bµ)

= (2(b · x)xρ − (x · x)bρ) (2bρxµ + 2(b · x)δµρ − 2xρb
µ)

= 2(4(b · x)2xµ − 2(b · x)(x · x)bµ − (x · x)(b · b)xµ)

We can go on computing higher powers of ibρKρ. Adding up, we obtain

exp(ibρKρ)x
µ = xµ + 2(b · x)xµ − (x · x)bµ + 1

2!
2(4(b · x)2xµ − 2(b · x)(x · x)bµ

− (x · x)(b · b)xµ) + . . .

= (xµ − (x · x)bµ) + 2(b · x)xµ − 2(b · x)(x · x)bµ − (x · x)(b · b)xµ

+ (b · b)(x · x)2bµ − (b · b)(x · x)2bµ + 4(b · x)2xµ + . . .

= (xµ − (x · x)bµ) + (xµ − (x · x)bµ)(2(b · x)− (b · b)(x · x)) + . . .

= (xµ − (x · x)bµ)(1 + (2(b · x)− (b · b)(x · x)) + . . . )

=
xµ − (x · x)bµ

1− 2(b · x) + (b · b)(x · x)

We thus have the action of all finite conformal transformations on spacetime. We list them in
the table below. It is clear that the metric remains invariant under translation and Lorentz

Transformations Generators

translation x′µ = xµ + aµ Pµ = −i∂µ
dilatation x′µ = αxµ D = −ixµ∂µ
rotation x′µ = Λµ

νx
ν Mµν = i (xµ∂ν − xν∂µ)

SCT x′µ = xµ−(x·x)bµ
1−2(b·x)+(b·b)(x·x) Kµ = −i (2xµxν∂ν − (x · x)∂µ)

Table 5.1: Global conformal transformations in D ≥ 3

transformation. Under dilatation, the scale factor is Ω2(x) = α2. Under SCT, the metric
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scales non trivially. Indeed using SCT transformation given in Table 5.1 and (5.1.2), one
can show that the scale factor is

Ω2(x) = (1− 2(b · x) + (b · b)(x · x))2.

We know the geometrical meaning of three of the transformations that we have got above
namely translation, dilatation and Lorentz transformation. Let us see what SCT means
geometrically. First observe that

x′µ

x′ · x′
=

xµ

x · x
− bµ.

Indeed we have

x′µ

x′ · x′
=

xµ − (x · x)bµ

1− 2(b · x) + (b · b)(x · x)
(1− 2(b · x) + (b · b)(x · x))2

(xµ − (x · x)bµ)(xµ − (x · x)bµ)

=
xµ − (x · x)bµ

1− 2(b · x) + (b · b)(x · x)
(1− 2(b · x) + (b · b)(x · x))2

[(x · x)− 2(x · x)(b · x) + (x · x)(b · b)]

=
xµ

x · x
− bµ.

This suggests that SCT corresponds to inversion followed by translation followed by inversion.
Moreover SCT is not defined globally. In particular, the transformation blows up at

xµ =
bµ

b · b
∈ R1,D−1

because the denominator 1 − 2(b · x) + (b · b)(x · x) = 0 at this point. Thus to define SCT
globally, we need to compactify the Minkowski space by including the point at infinity by
a construction in topology called one point compactification3. We will see this construction
explicitly in two dimensional case where the one point compactification is explicitly known
namely the Riemann sphere.

5.2.3 The Conformal Group and its Algebra

We begin by describing the algebra of conformal transformation generators.

Proposition 5.2.3. The generators Pµ, D, Lµν , Kµ of conformal transformations satisfy the
following algebra:

[D,Pµ] = iPµ

[D,Kµ] = −iKµ

[Kµ, Pν ] = 2i (ηµνD −Mµν)

[Kρ,Mµν ] = i (ηρµKν − ηρνKµ)

[Pρ,Mµν ] = i (ηρµPν − ηρνPµ)

[Mµν ,Mρσ] = i (ηνρMµσ + ηµσMνρ − ηµρMνσ − ηνσMµρ)

(5.2.3)

3see Munkres topology for precise formulation
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Proof. The last two Lie brackets are standard Lorentz algebra proved in preliminary quantum
field theory course and hence we omit it here. We will prove the first Lie bracket relation
and the rest is similar. Suppose f is a test function. Then we have

[D,Pµ]f = (−ixν∂ν)(−i∂µ)f − (−i∂µ)(−ixν∂ν)f
= −xν∂ν∂µf + xν∂µ∂νf + δνµ∂νf

= i(−i∂µ)f
= iPµf.

We easily see that the Lorentz algebra is a subalgebra of the conformal algebra. Moreover we
know that the Lorentz algebra is D(D − 1)/2 dimensional. The dimension of the conformal
algebra is thus

1 dilatation +D translations +D special conformal

+
D(D − 1)

2
Lorentz =

(D + 2)(D + 1)

2
generators.

To identify this algebra with standard Lie algebra, let us consider certain linear combinations
of the conformal generators. Define

Jµν =Mµν , µ, ν = 0, . . . , D − 1

J−1µ =
1

2
(Pµ −Kµ) , µ = 0, . . . , D − 1

J−1D = D, JDµ =
1

2
(Pµ +Kµ) , µ = 0, . . . , D − 1.

Moreover we define Jmn = Jnm for n,m = −1, 0, 1, . . . , D − 1, D.

Proposition 5.2.4. The generators Jab satisfy the following Lie bracket relation:

[Jmn, Jrs] = i (ηmsJnr + ηnrJms − ηmrJns − ηnsJmr) ,

where ηmn = diag(−1,−1, 1, . . . , 1︸ ︷︷ ︸
m,n=0,...,D−1

, 1)

Proof. For n,m = 0, . . . , D − 1, the relation is immediate from the Lorentz algebra. We
check the Lie bracket of J−1µ and JDµ. We have

[J−1µ, JDν ] =
1

4
[Pµ −Kµ, Pν +Kν ]

=
1

4
([Pµ, Kν ]− [Kµ, Pν ])

=
1

4
[−2i(ηνµD −Mνµ)− 2i(ηµνD −Mµν)]

= −iηµνD = −iηµνJ−1D,
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where we used (5.2.3) and the antisymmetry of Mµν . The right hand side of the algebra is

i (η−1νJµD + ηµDJ−1ν − η−1DJµνs − ηµνJ−1D) = −iηµνJ−1D.

Other brackets are similar.

To identify the conformal algebra with standard Lie algebra, we define the generalised or-
thogonal group.

Definition 5.2.5. (Generalised orthogonal group) Let n, k be two positive integers. Define
a bilinear form B : Rn+k × Rn+k −→ R by

B(x,y) := −
n∑

i=1

xiyi +
k∑

j=1

xn+jyn+j,

where x = (x1, . . . , xn, . . . xn+k),y = (y1, . . . , yn, . . . yn+k) ∈ Rn+k. Define the set O(n, k) as
the set of matrices which preserve the bilinear form B:

O(n, k) := {A ∈ GL(n+ k,R) | B(Ax, Ay) = B(x,y), ∀ x,y ∈ Rn+k},

where GL(n + k,R) denotes the set of all invertible real matrices of size (n + k) × (n + k).
If we write

1n,k :=

(
−1n 0
0 1k

)
where 1n is the n× n identity matrix, then it is easy to see that

O(n, k) =
{
A ∈ GL(n+ k,R) | AT1n,kA = 1n,k

}
.

O(n, k) is called the generalised orthogonal group. We also define

SO(n, k) := {A ∈ O(n, k) | detA = 1}.

Thus, we identify the conformal algebra with the Lie algebra so(2, D − 1) of SO(2, D − 1).
In general if Rp,q denotes the Minkowski space with metric 1p,q, then following the same
procedure, we can get the conformal algebra and the conformal group of Rp,q. Thus we have
the following theorem.

Theorem 5.2.6. For Minkowski space Rp,q with dimension D = p + q ≥ 3, the conformal
group is SO(p+ 1, q + 1).

5.3 Conformal Group in D = 2

We work with Euclidean metric but everything can be formulated in Lorentzian signature
equally well.
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5.3.1 Local Conformal Transformations

In two dimensions, let (z0, z1) be the coordinates on the plane. Under a spacetime transfor-
mation zµ −→ wµ(x) the metric tensor transforms as

gµν −→ g̃µν(w) =

(
∂wµ

∂zα

)(
∂wν

∂zβ

)
gαβ

Since g′µν(w) = Ω2(x)gµν(z) under conformal transformations, thus for various µ, ν we get

Ω2(x) =

(
∂w0

∂z0

)2

+

(
∂w0

∂z1

)2

, µ, ν = 0, 0

Ω2(x) =

(
∂w1

∂z0

)2

+

(
∂w1

∂z1

)2

, µ, ν = 1

0 =
∂w0

∂z0
∂w1

∂z0
+
∂w0

∂z1
∂w1

∂z1
, (µ, ν) = (1, 0), (0, 1).

Thus we conclude that (
∂w0

∂z0

)2

+

(
∂w0

∂z1

)2

=

(
∂w1

∂z0

)2

+

(
∂w1

∂z1

)2

∂w0

∂z0
∂w1

∂z0
+
∂w0

∂z1
∂w1

∂z1
= 0.

(5.3.1)

Second equation of (5.3.1) gives

∂w0

∂z0

∂w1

∂z1

= −
∂w0

∂z1

∂w1

∂z0

= λ =⇒ ∂w0

∂z0
= λ

∂w1

∂z1
,

∂w0

∂z1
= −λ∂w

1

∂z0
.

Substituting this in first equation of (5.3.1), we get(
∂w0

∂z0

)2

+

(
∂w0

∂z1

)2

= λ2
(
∂w0

∂z1

)2

+

(
∂w0

∂z0

)2

=⇒ λ2 = 1.

Thus we obtain two other conditions which are independently equivalent to (5.3.1):

∂w1

∂z0
=
∂w0

∂z1
,

∂w0

∂z0
= −∂w

1

∂z1
(5.3.2)

or
∂w1

∂z0
= −∂w

0

∂z1
,

∂w0

∂z0
=
∂w1

∂z1
(5.3.3)

(5.3.2) resembles the Cauchy-Riemann equations for holomorphic functions. On the other
hand, we define antiholomorphic functions using (5.3.3). To make this explicit, we make a
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transition to complex coordinates using the change of coordinates given below:

z = z0 + iz1, z̄ = z0 − iz1,

z0 =
1

2
(z + z̄), z1 =

1

2i
(z − z̄).

∂z =
1

2
(∂0 − i∂1) , ∂0 = ∂z + ∂z̄.

∂z̄ =
1

2
(∂0 + i∂1) , ∂1 = i (∂z − ∂z̄) .

(5.3.4)

In terms of the coordinates z and z̄, we have

ds2 = (dz0)2 + (dz1)2 =
1

4
(dz + dz̄)2 − 1

4
(dz − dz̄)2 = dzdz̄.

So in the metric tensor in complex coordinates is

gµν =

(
0 1

2
1
2

0

)
, gµν =

(
0 2
2 0

)
,

where the index µ, ν run over z, z̄. With this notation, if we define

w(z, z̄) = w0(z, z̄) + iw1(z, z̄),

then (5.3.2) implies that ∂z̄w(z, z̄) = 0 and (5.3.3) implies that ∂zw̄(z, z̄) = 0. This means
that that the function w(z) and w̄(z̄) are holomorphic in some open set of the complex
plane. Thus conformal transformation in two dimension amounts to a holomorphic change
of coordinates:

z −→ z′ = f(z), z̄ −→ f̄(z̄),

where the two transformations result from the two equations (5.3.2) and (5.3.3) but in both
cases the change of coordinates is holomorphic. Conversely, if we have a transformation
z −→ f(z) for a holomorphic function f in some open set of the complex plane, then the
Euclidean metric dzdz̄ on4 C transforms as

dzdz̄ −→ ∂f

∂z

∂f̄

∂z̄
dzdz̄,

from which we see that the metric transforms conformally with scale factor
∣∣∂f
∂z

∣∣2. An im-
portant point to note is that we require holomorphicity only in some open set, which means
that the conformal transformations we have obtained are local. Thus we have proved the
following theorem.

Theorem 5.3.1. The group of local conformal transformations in dimension two is isomor-
phic to the group of all holomorphic functions5 in some open set on the complex plane and
hence is infinite dimensional.

4induced from the Euclidean metric dx2 + dy2 on R2.
5the set of all holomorphic maps is a group under usual composition of maps.
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Proof. The isomorphism is explicit from our discussion above. The dimensionality follows
from the fact that the set of all holomorphic functions is infinite dimensional. To see this,
note that any complex function f holomorphic in some open set admits a Laurent expansion:

f(z) =
∞∑

n=−∞

anz
n, an ∈ C.

Thus we need an infinite number of parameters, namely the coefficients in the Laurent
expansion to specify a holomorphic function.

5.3.2 Infinitesimal Generators: The Witt Algebra

Any infinitesimal conformal transformation can be written as

z −→ z′ = z + ε(z), z̄ −→ z̄′ = z̄ + ε̄(z̄),

where |ε(z)| ≪ 1. Since ε(z) and ε̄(z̄) are holomorphic in some open set, we can write its
Laurent expansion around 0:

z′ = z + ε(z) = z +
∑
n∈Z

εn
(
−zn+1

)
z̄′ = z̄ + ε̄(z̄) = z̄ +

∑
n∈Z

ε̄n
(
−z̄n+1

)
where the infinitesimal parameters εn and ε̄n are constants defining the Laurent expansion.
Let ln and l̄n be the generators corresponding to the transformation z −→ z − εnz

n+1 and
z̄ −→ z̄ − ε̄nz̄

n+1 respectively. Then we have6

ln = −zn+1∂z and l̄n = −z̄n+1∂z̄. (5.3.5)

Thus we have infinite number of generators for infinitesimal conformal transformations in two
dimensions. Thus we conclude that local conformal transformation is infinite dimensional.

We now calculate the algebra of the infinitesimal generators. We have

[lm, ln] = zm+1∂z
(
zn+1∂z

)
− zn+1∂z

(
zm+1∂z

)
= (n+ 1)zm+n+1∂z − (m+ 1)zm+n+1∂z

= −(m− n)zm+n+1∂z

= (m− n)lm+n.

Similarly we have [
l̄m, l̄n

]
= (m− n)l̄m+n,

6see Appendix B for explicit calculations
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and as expected [
lm, l̄n

]
= 0.

Thus the algebra of infinitesimal generators is

[lm, ln] = (m− n)lm+n,
[
l̄m, l̄n

]
= (m− n)l̄m+n,

[
lm, l̄n

]
= 0.

The commutation relation satisfied by the generator ln and l̄n is called Witt algebra. Thus the
algebra of infinitesimal generators of conformal transformations in two dimensions consists
of two copies of the Witt algebra as subalgebras.

Remark 5.3.2. We may identify this algebra as the classical Virasoro generators that we
obtained when we imposed the classical constraints on the string. We also saw that the
quantum Virasoro algebra involved an additional term called the central charge. We will
rederive the quantum Virasoro algebra in next section.

5.3.3 The Global Conformal Group

We now try to extract the subalgebra of the infinitesimal conformal algebra which is globally
defined. We first analyse the generators ln. Observe that these generators are not defined
at z = 0. Thus we need to include the point at infinity to the complex plane and consider
the Riemann sphere C ∪ {∞} ∼= S2. Even if we consider the Riemann sphere then also not
all z=generators are well defined. For example the generators ln = −zn+1∂z is non singular
at z = 0 only for n ≥ −1. The other problematic point is ∞. To understand the behaviour
of ln at ∞, we make a change of variable z −→ −1/ω and then study the limit ω → 0. The
generators transform as

ln = −zn+1∂z −→ −
(
− 1

ω

)n−1

∂ω.

From this expression, we see that these generators are non singular at infinity only for n ≤ 1.
Thus we see that only three generators are globally defined namely {l−1, l0, l1}. Thus we have
proved the following theorem.

Theorem 5.3.3. The global conformal group of the Riemann sphere C∪ {∞} ∼= S2 is three
dimensional and is generated by l−1, l0, l1 which satisfies the Witt algebra.

To identify the global conformal group, we will analyse the transformations generated by the
generators l−1, l0, l1.

It is clear that l−1 generates translations7 z −→ z + a. It is also clear that l0 generators
dilatation8 z −→ αz. We are left with l0. This corresponds to SCT. Let us work out the
explicit transformation. We have

exp(cl1)z =

(
∞∑
n=0

(cl1)
2

n!

)
z.

7compare the generator l−1 with the momentum operator Pµ.
8compare l0 with D.
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Observe that
l1z = −z2∂zz = −z2.

By induction, we see that
ln1 z = (−1)nn!zn+1.

Thus we have that

exp(cl1)z =
∞∑
n=0

(−c)nn!zn+1

n!
= z

∞∑
n=0

(−cz)n =
z

cz + 1
.

In total, a combination of l−1, l0, l1 produces the following transformation:

z −→ az + b

cz + d
, a, b, c, d ∈ C, ad− bc ̸= 0,

where the last condition is required for invertibility of the map. We can rescale the complex
numbers a, b, c, d such that ad− bc = 1. Now we can identify each such map with the matrix

az + b

cz + d
↔
(
a b
c d

)
.

A straightforward calculation calculation shows that composition of two such maps corre-
sponds to matrix multiplication of the corresponding matrices. Moreover observe that the
matrices A and −A produce the same conformal transformation. Hence we have proved the
following theorem,

Theorem 5.3.4. The global conformal group of the Riemann sphere C ∪ {∞} ∼= S2 is
isomorphic to SL(2,C)/Z2 where SL(2,C) denotes the group of 2× 2 complex matrices with
determinant 1.

The Virasoro Algebra

Recall that the classical constraints we obtained when we quantised the Polyakov string
action in cannonical formalism satisfies the Witt algebra. Whereas in the quantum theory,
we got a nontrivial central term in the quantum Virasoro algebra. Here we rederive the
quantum Virasoro algebra which is the so called central extension of the Witt algebra.

Roughly speaking, a central extension by C of a Lie algebra g is g̃ = g⊕C and is characterised
by the Lie bracket

[X̃, Ỹ ]g̃ = [X, Y ]g + cp(X, Y ), X̃, Ỹ ∈ g̃,

[X̃, c]g̃ = 0,

[c, c]g̃ = 0, c ∈ C,

where p : g× g −→ C is a bilinear map.
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Let Ln, n ∈ Z denote the elements of the central extension of the Witt algebra. Then by
definition, we have

[Lm, Ln] = (m− n)Lm+n + cp(m,n)

We now determine p(m,n) in three steps:

Step 1: p(m,n) = −p(n,m) and we can assume p(1,−1) = 0 and p(n, 0) = 0.

Proof. Since the Lie bracket is antisymmetric, we obtain the first assertion. Next, without
the loss of generality, we can assume that p(1,−1) = 0 and p(n, 0) = 0. If not then we can
make the following redefinition:

L̂n = Ln +
cp(n, 0)

n
, n ̸= 0

L̂0 = L0 +
cp(1,−1)

2
.

We can check that with this redefinition, we have p(1,−1) = 0 and p(n, 0) = 0. Indeed, for
the modified generators we have[

L̂n, L̂0

]
= nLn + cp(n, 0) = nL̂n,[

L̂1, L̂−1

]
= 2L0 + cp(1,−1) = 2L̂0

Step 2: p(n,m) = 0 for n ̸= −m.

Proof. To prove this, we begin by observing that Jacobi identity gives

[[Lm, Ln] , L0] + [[Ln, L0] , Lm] + [[L0, Lm] , Ln] = 0.

Using the characterisation of the central extension and the fact that the Lie bracket of the
Witt algebra also satisfies Jacobi identity, we get

(m− n)cp(m+ n, 0) + ncp(n,m)−mcp(m,n) = 0

=⇒ (m+ n)p(n,m) = 0,

where we used results of step 1. The result is now immediate.

We are now left with the only non-vanishing central extensions p(n,−n) for |n| ≥ 2.

Step 3: p(n,−n) = 1
12
(n3 − n).
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Proof. Again by Jacobi identity, we have

[[L−n+1, Ln] , L−1] + [[Ln, L−1] , L−n+1] + [[L−1, L−n+1] , Ln] = 0.

Again proceeding as in Step 2, we obtain

(−2n+ 1)cp(1,−1) + (n+ 1)cp(n− 1,−n+ 1) + (n− 2)cp(−n, n) = 0.

Using p(1,−1) = 0, we obtain the recursion relation

p(n,−n) =
(
n+ 1

n− 2

)
p(n− 1,−n+ 1), |n| ≥ 3.

Thus we are free to choose p(2,−2) to solve the recursion. We choose p(2,−2) for later
suitability. We get

p(n,−n) = 1

2

(
n+ 1

n− 2

)(
n+ 1

n− 2

)
· · ·
(
4

3

)
=

1

2

(
n+ 1

3

)
=

1

12
(n+ 1)n(n− 1)

=
1

12
(n3 − n).

Thus we see that the central extension of the Witt algebra satisfies the Virasoro algebra:

[Ln, Lm] = (n−m)Ln+m +
c

12

(
n
(
n2 − 1

))
δm+n,0.

Similar algebra is satisfies by the central extension of the generators l̄n.

Remark 5.3.5. For the Minkowski metric, we can perform a similar analysis. To do so, we
define the lightcone coordinates u = −t+x and v = t+x where t denotes the time direction
and x the space direction. The metric becomes

ds2 = −dt2 + dx2 = dudv

and conformal transformations are given by u 7→ f(u) and v 7→ g(v) which gives

ds′2 =
∂f

∂u

∂g

∂v
dudv.

Thus we see that again the Lie algebra of infinitesimal generators is infinite dimensional.
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5.4 Primary Fields

We begin by discussing the transformation of fields under conformal transformation. This
requires us to investigate representations of the conformal algebra.

5.4.1 Representation of the Conformal Group in D Dimensions

Let Φ(x) be a multicomponent classical field. We want to find representations of the confor-
mal group and its action on the field Φ. We separately analyse D ≥ 3 and D = 2 case.

Dimension D ≥ 3

We use a cute little trick for this calculation. We begin by computing the generators which
relate the transformed field to the original field at x = 0. We do this computation for the
generators which keep the origin invariant. Then we use the translation generator to get the
generator at any arbitrary spacetime point. Since Lorentz transformations, dilatations and
special conformal transformations preserve the origin, we start by writing

MµνΦ(0) = SµνΦ(0)

KµΦ(0) = κµΦ(0)

DΦ(0) = ∆̃Φ(0),

where Sµν , ∆̃ and κµ are the operators associated to the representation Φ corresponding to
Lorentz transformation, dilatation and SCT respectively. Now recall that under translation
x −→ x+ a,

Φ′(x′) = Φ(x) =⇒ Φ′(x) = Φ(x− a) =⇒ eia
µPµΦ(x) = Φ

(
e−iaµPµx

)
.

This implies that
e−ixµPµΦ(0) = Φ(x).

Now we have

MµνΦ(x) =Mµνe
−ixλPλΦ(0) = e−ixλPλ

[
eix

λPλMµνe
−ixλPλ

]
Φ(0).

Now by first equation of (A.3.1), we have

eix
λPλMµνe

−ixλPλ =Mµν − xµPν + xνPµ.

Thus we have

MµνΦ(x) = e−ixλPλ [Mµν − xµPν + xνPµ] Φ(0)

= e−ixλPλMµνΦ(0)− (xµPν − xνPµ)e
−ixλPλΦ(0)

= e−ixλPλSµνΦ(0)− (xµPν − xνPµ)Φ(x)
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Thus we conclude that

Pµ = −i∂µΦ(x)
MµνΦ(x) = SµνΦ(x) + i(xµ∂ν − xν∂µ)Φ(x).

(5.4.1)

Instead of using (A.3.1) to evaluate eix
λPλMµνe

−ixλPλ , one could have used the conformal
algebra and the Hausdorff formula:

e−ABeA = B + [B,A] +
1

2!
[[B,A], A] +

1

3!
[[[B,A], A], A] + · · ·

for operators A and B. Indeed it will be useful for later computations.

We see that the operators Sµν , ∆̃ and κµ must satisfy the conformal algebra:

[∆̃, Sµν ] = 0

[∆̃, κµ] = −iκµ
[κν , κµ] = 0

[κρ, Sµν ] = i (ηρµκν − ηρνκµ)

[Sµν , Sρσ] = i (ηνρSµσ + ηµσSνρ − ηµρSνσ − ηνσSµρ) .

(5.4.2)

Using (5.2.3) and the Hausdorff formula, we have

eix
ρPρDe−ixρPρ = D + xνPν

eix
ρPρKµe

−ixρPρ = Kµ + 2xµD − 2xνMµν + 2xµ (x
νPν)− x2Pµ.

This gives us the transformation of the field Φ(x) under dilatations and SCT:

DΦ(x) =
(
−ixν∂ν + ∆̃

)
Φ(x)

KµΦ(x) =
(
κµ + 2xµ∆̃− xνSµν − 2ixµx

ν∂ν + ix2∂µ

)
Φ(x).

(5.4.3)

We now know how the field Φ(x) transforms under all generators of the conformal algebra.
Let us assume that (Sµν ,Φ) furnishes an irreducible representation of the Lorentz algebra.
The following theorem will be crucial.

Theorem 5.4.1. (Schur’s Lemma) Let Π be an irreducible complex representation of a Lie
group G. If A is in the center of G, then Π(A) = λI, for some λ ∈ C. Similarly, if π is an
irreducible complex representation of a Lie algebra g and if [X, Y ] = 0 for every Y ∈ g, then
π(X) = λI.

Since ∆̃ commutes with Sµν , thus it must act as a multiple of identity on Φ. From (B.2.3),
it is clear that

∆̃ = −i∆,
where ∆ is the scaling dimension of the field Φ. This obviates the fact that ∆̃ is not
Hermitian.
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Next, observe that since ∆̃ is a multiple of identity, it commutes with every other generator,
in particular the generator of SCT. Thus the algebra of these generators in (5.4.2) implies
that κµ = 0. This is a crucial result:

the generators of SCT act trivially on fields Φ if they belong to irreducible representation of
the Lorentz algebra.

Now we want to get the transformation of field Φ under finite conformal transformation.
To do this we employ the fact that a Lie algebra representation gives rise to a Lie group
representation via the exponential map. To make this precise, let Φα(x) transform in the
irreducible representation of the Lorentz algebra. Then under the conformal transformation
x −→ x′ with parameter aµ, λ, ωµν , bµ corresponding to translation, dilatation, rotation and
SCT respectively, the field Φα(x) transforms as

Φα(x) −→ Φ′
α(x) =

∣∣∣∣∂x′∂x

∣∣∣∣−∆/D

[exp(iωµνSµν)]αβ Φβ(Λ
−1x),

where Λ is the Lorentz transformation acting on spacetime with parameters ωµν . To prove
this, observe that the Jacobian for a general conformal transformation (excluding SCT as its
generator acts trivially so that SCT acts as identity) is given by λD.Moreover by assumption
Φ(λx) = λ−∆Φ(x). The transformation is now immediate.

In particular, for spinless field ϕ i.e. Sµνϕ = 0, the transformation is

ϕ(x) −→ ϕ′(x′) =

∣∣∣∣∂x′∂x

∣∣∣∣−∆/D

ϕ(x). (5.4.4)

Definition 5.4.2. A field ϕ(x) transforming as in (5.4.4) under global conformal transfor-
mations is called a quasi primary field with scaling dimension ∆. A field which is not quasi
primary is called secondary.

Dimension D = 2

We have seen that the conformal algebra of the plane parametrized by (x0, x1) is most
conveniently expressed in terms of Witt algebra generators which in turn are expressed in
terms of the complexified coordinates z = x1 + ix2 and z̄ = x1 − ix2.9 In what follows, we
will consider z and z̄ to be two independent complex variables but we also keep in mind that
at the end of the calculation, we have to identify z̄ with the complex conjugate of z. With
this understanding, the fields ϕ on the plane transform to field on the four real dimensional
C2 via the complexification R2 −→ C2:

ϕ
(
x0, x1

)
−→ ϕ(z, z̄),

9note that the coordinates (x1, x2) is Euclidean. Recall that to get to Euclidean coordinates (x1, x2) from
Minkowski coordinate (τ, σ), one has to perform a Wick rotation τ → x2 ≡ iτ, x1 = σ. Thus the complex
coordinates are really the Wick rotated lighcone coordinates.
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where (x0, x1) ∈ R2 and (z, z̄) ∈ C2. In two dimensions we already saw that the local
conformal group is infinite dimensional, so we have two different definitions based on the
transformation of the fields as we will see in a moment.

We know that the global conformal group of two dimensional Euclidean spacetime is gen-
erated by l−1, l0, l1, so we work with a basis of eigenstates of the operators l0 and l̄0. Let
the corresponding eigenvalues be h and h̄. These are known as the conformal weights of
the state. Since l0 + l̄0 and i

(
l0 − l̄0

)
are identified with the generators of dilatations and

rotations (see Table 5.1 for the generators), the scaling dimension ∆ and the spin s of the
state are given by

∆ = h+ h̄, s = h− h̄. (5.4.5)

Definition 5.4.3. (i) Fields only depending on z, i.e. ϕ(z), are called chiral fields or
holomorphic fields and fields ϕ(z̄) only depending on z̄ are called anti chiral or anti
holomorphic fields.

(ii) A field ϕ(z, z̄) which transforms under dilatations z 7−→ λz according to

ϕ(z, z̄) 7−→ ϕ′(z, z̄) = λhλ̄h̄ϕ(λz, λ̄z̄),

is said to have conformal dimensions (h, h̄).

(iii) A field which transforms under conformal transformations z 7−→ f(z) according to

ϕ(z, z̄) 7−→ ϕ′(z, z̄) =

(
∂f

∂z

)h(
∂f̄

∂z̄

)h̄

ϕ(f(z), f̄(z̄)) (5.4.6)

is called a primary field of conformal dimension (h, h̄).

(iv) A field ϕ which transforms as a primary field only for global conformal transformations
f ∈ SL(2,C)/Z2 is called a quasi primary field.

(v) A primary field is always quasi primary but the converse is not true. A field in a CFT
which is neither primary nor quasi primary is called secondary fields.

We now find the infinitesimal version of transformation of primary fields. To this end,
consider the infinitesimal conformal transformation f(z) = z + ε(z) with ε(z) ≪ 1. Up to
first order in ε(z), we have(

∂f

∂z

)h

= 1 + h∂zε(z) +O
(
ε2
)
,

ϕ(z + ε(z), z̄) = ϕ(z, z̄) + ε(z)∂zϕ(z, z̄) +O
(
ε2
)
.

Using these expressions, we see that a primary field with conformal dimensions h, h̄ trans-
forms as

ϕ(z, z̄) 7−→ ϕ(z, z̄) +
(
h∂zε+ ε∂z + h̄∂z̄ ε̄+ ε̄∂z̄

)
ϕ(z, z̄).

Thus under infinitesimal conformal transformation, a primary field transforms as

δε,ε̄ϕ(z, z̄) =
(
h∂zε+ ε∂z + h̄∂z̄ ε̄+ ε̄∂z̄

)
ϕ(z, z̄). (5.4.7)
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5.5 Consequences of Conformal Invariance: Classical

Aspects

A theory of fields invariant under conformal transformations is called a conformal field theory
(CFT)10. We have seen in previous sections that the global conformal group in various
dimensions includes translations, Lorentz transformations, SCT and dilatations. Invariance
under conformal transformations has many consequences. We will analyse the classical
aspects of a CFT.

5.5.1 Translation Invariance: Energy-Momentum Tensor

Recall that by Noether’s theorem (see Appendix B), there is a classical conserved current
corresponding to every classical continuous symmetry of the action. The current corre-
sponding to translation invariance is called the energy momentum tensor. Suppose that a
classical theory of fields Φ with Lagrangian L is invariant under infinitesimal translation
x −→ x+ ε(x). Then by (B.2.4), the energy momentum tensor11 is given by

T µ
ν := jµν =

∂L
∂ (∂µΦ)

∂νΦ− ηµνL. (5.5.1)

An alternative way of deriving the energy momentum tensor is the following: consider the
same theory but now let the background metric be dynamical ηµν −→ gµν . Then translation
invariance of the action may be thought of as a diffeomorphism. Under such a transformation,
the metric transforms as

g̃µν =
∂xα

∂x′
∂xβ

∂x′
gαβ

=
(
δαµ − ∂µε

α
) (
δβν − ∂νε

β
)
gαβ

= gµν − (∂µεν + ∂νεµ) .

By (B.2.5), the action varies as

δS =

∫
dDxT µν∂µεν

=
1

2

∫
dDxT µν (∂µεν + ∂νεµ) ,

where we used the fact that the energy momentum tensor is symmetric12. Thus we have

δS = −1

2

∫
dDxT µνδgµν .

10see Appendix B for precise definitions of symmetries
11the counting index a in the current as in (B.2.4) is now a spacetime index because of the spacetime index

in the transformation parameter ε(x).
12in general, the energy momentum tensor may not be symmetric. But one can show that it can always be

made symmetric by adding the divergence of an antisymmetric tensor which neither affects the conservation
of current nor the Ward identities. The new energy momentum tensor is called the Belinfante tensor. See
Subsection 5.5.2 for the details of the construction.
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This shows that the energy momentum tensor is given by

T µν = −2
δS

δgµν
.

In string theory, we usually choose a different normalisation and define the energy momentum
to be

Tµν = − 4π
√
g

δS

δgµν
, (5.5.2)

where g denotes the determinant of the metric. If the space is flat, we evaluate Tµν on
gµν = ηµν and the resulting expression obeys ∂αTαβ = 0. In general, the energy momentum
tensor is covariantly conserved,

∇µTµν = 0.

Remark 5.5.1. The energy momentum tensor in string theory differs from that in usual
QFT by a factor of 2π when the background metric is flat. We will keep this in mind and
when we apply CFT to string theory, we will drop any extra factor of 2π that appear. We
will mention this whenever we do so.

We now prove a typical consequence of conformal invariance.

Theorem 5.5.2. In a classical CFT, the trace of the energy momentum tensor vanishes.

Proof. Since the theory is invariant under dilatation, this, let us vary the action with respect
to an infinitesimal dilatation x −→ x′ = (1 + α)x. We have

δgµν = αgµν .

The action varies as

δS =

∫
dDx

δS

δgµν
δgµν = − 1

4π

∫
dDx

√
gαT µ

µ.

Since dilatations are symmetry of the theory, δS = 0 which implies

T µ
µ = 0.

Remark 5.5.3. In a conformal field theory, vanishing trace of the energy momentum tensor
is a typical feature, but as it turns out, this does not hold at quantum level in general, for
example, in Yang-Mills theory it does not hold. In 2 dimensional CFT, it holds at quantum
level only when the metric is flat. For curved background, we get an anomaly called the
trace anomaly which was mentioned in Subsection 3.3.5. See Subsection 5.7.4 for details.
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Energy Momentum Tensor in Two Euclidean Dimensions

We make the change of variables from real to complex as given in (5.3.4). Then using the
transformation of the energy momentum tensor

T ′
µν =

∂xα

∂xµ
∂xβ

∂xν
Tαβ.

Using x0 = 1
2
(z + z̄) and x1 = 1

2i
(z − z̄), it is straightforward to work out the components

(we have removed the primes)

Tzz =
1

4
(T00 − 2iT10 − T11) ,

Tzz̄ =
1

4
(T00 + 2iT10 − T11)

Tzz̄ = Tz̄z =
1

4
(T00 + T11) =

1

4
T µ

µ = 0,

(5.5.3)

where we used the fact that T µ
µ = 0. Indeed, tracelessness gives

Tzz =
1

2
(T00 − iT10) , Tzz̄ =

1

2
(T00 + iT10) .

Now using translation invariance ∂µT
µν = 0, we get

∂0T00 + ∂1T10 = 0, ∂0T01 + ∂1T11 = 0, (5.5.4)

from which it follows that

∂z̄Tzz =
1

4
(∂0 + i∂1) (T00 − iT10) =

1

4
(∂0T00 + ∂1T10 + i∂1 T00︸︷︷︸

=−T11

−i∂0 T10︸︷︷︸
=T01

) = 0,

where we used (5.5.4) and T µ
µ = 0. Similarly, one can show that ∂zTzz̄ = 0. Thus we have

the following result:

Theorem 5.5.4. The two non-vanishing components of the energy momentum tensor in two
dimensions are a chiral and an anti-chiral field Tzz(z, z̄) and Tz̄z̄(z, z̄).

5.5.2 Other Noether Currents

In this subsection, we compute the Noether current associated to other conformal transfor-
mations namely dilatations and Lorentz transformations.

Lorentz Invariance Current

Consider infinitesimal Lorentz transformations with parameters ωµν . The spacetime and
field variations are

δxρ

δωµν

=
1

2
(ηρµxν − ηρνxµ) ,

δF
δωµν

=
−i
2
SµνΦ.
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By (B.2.4), the associated conserved current is

jµνρ =

{
∂L

∂ (∂µΦ)
∂νΦ− δµνL

}
δxν

δωa

− ∂L
∂ (∂µΦ)

δF
δωa

= T µν
C xρ − T µρ

C xν + i
∂L

∂ (∂µΦ)
SνρΦ,

where we write T µν
C for the cannonical energy momentum tensor

T µν
C =

1

2

(
∂L

∂ (∂µΦ)
∂νΦ− ηµνL

)
,

which is same as the energy momentum tensor we calculated in (5.5.1) upto a factor of half.
We also note that the cannonical energy momentum tensor may not be symmetric. Also note
that the current corresponding to Lorentz invariance has a nice compact expression modulo
the nasty spin generator term. There is a way around to bypass both these problems, that
is to make the energy momentum tensor symmetric and obtain a compact expression for the
current corresponding to Lorentz invariance. Recall that we are free to add the divergence
of an antisymmetric tensor in the current without affecting the conservation law. We will
use this freedom. We try looking for a tensor Bρµν antisymmetric in first two indices such
that with the modified energy momentum tensor

T µν
B := T µν

C + ∂ρB
ρµν , (5.5.5)

the Lorentz invariance current is given by

jµνρ = T µν
B xρ − T µρ

B xν (5.5.6)

Proposition 5.5.5. Let

Bµρν =
i

2

[
∂L

∂ (∂µΦ)
SνρΦ +

∂L
∂ (∂ρΦ)

SµνΦ +
∂L

∂ (∂νΦ)
SµρΦ

]
.

Then the modified energy momentum tensor T µν
B is symmetric and the Lorentz invariance

current is given by (5.5.6). The modified energy momentum tensor T µν
B is called the Belin-

fante energy momentum tensor.

Proof. It is clear that Bµρν is antisymmetric in the first twp indices since Sµν = −Sνµ.
Checking the form of Lorentz invariance current is straightforward computation. To see that
T µν
B is symmetric, note that

∂µj
µνρ = 0 =⇒ T µν

B δρµ − T µρ
B δνµ + xρ∂µT

µν − xν∂µT
µρ = 0.

Now the symmetric property of the energy momentum tensor is immediate from the fact
that it is conserved.
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Dilatation Invariance Current

Consider an infinitesimal infinitesimal dilatation with parameter α

x′µ = (1 + α)xµ, F(Φ) = (1− α∆)Φ,

where ∆ is the scaling dimension of Φ. The variations are

δxµ

δα
= xµ,

δF
δα

= −∆Φ.

Thus the conserved current is given by

jµD =
∂L

∂ (∂µΦ)
xν∂νΦ− Lxµ + ∂L

∂ (∂µΦ)
∆Φ

= T µ
C νx

ν +
∂L

∂ (∂µΦ)
∆Φ,

where T µν
C is again the cannonical energy momentum tensor, which now we may assume to

be symmetric. Again we have a nasty term in the current and it can again be removed by an
appropriate choice of an antisymmetric tensor as we did in the previous case. This time the
modified energy momentum tensor becomes traceless which we already concluded based on
scale invariance. We will not describe the exact procedure here. The interested reader can
look up section 4.2.2 of the Yellow book. Thus we conclude that the dilatation invariance
current is given by

jµD = T µ
νx

ν ,

where the energy momentum tensor is now symmetric and traceless.

Remark 5.5.6. The form of the current for scale invariance that we have concluded here
involves some steps which do not go through for two dimensions. But we will assume it
anyway and prove certain results which support our hypothesis.

SCT Invariance Current

An infinitesimal SCT with parameter bµ is given by

x′µ = xµ + 2(x · b)xµ − (x · x)bµ, F(Φ) = (1− ibµKµ)Φ.

Following similar methods, we see that the current is given by

jµνK = T µ
C ρ(2x

ρxν − ηρνx2)− ∂L
∂ (∂µΦ)

δF
δbν

.

We can again do some manipulations and get a cannonical form for the current which we
mention without further details:

jµνK = T µ
ρ(2x

ρxν − ηρνx2),

where T µν is the energy momentum tensor.
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5.6 Consequences of Conformal Invariance: Quantum

Aspects in Dimension D ≥ 3

So far we only discussed the classical aspects of a CFT. We will now discuss the quantum
consequences of a CFT. Conformal invariance puts strong restrictions on the quantum theory.

5.6.1 Correlation Functions

In quantum field theory with classical action S[Φ], we define the correlation function of n
number of fields ϕ1, . . . , ϕn at spacetime points x1, . . . , xn respectively is defined in terms of
the path integral

⟨ϕ1(x1)ϕ2(x2) · · ·ϕn(xn)⟩ =
∫
[DΦ]ϕ1(x1)ϕ2(x2) · · ·ϕn(xn) exp(−S[Φ])∫

[DΦ] exp(−S[Φ])
.

We can also define the correlation function of local operators O1, . . . ,On in a similar way:

⟨O1(x1)O2(x2) · · · On(xn)⟩ =
∫
[DΦ]O1(x1)O2(x2) · · · On(xn) exp(−S[Φ])∫

[DΦ] exp(−S[Φ])
.

Remark 5.6.1. An important point is the following: in CFT, every local object is called
a field as opposed to QFT where we call only the objects Φ appearing in the action as
field. Thus Φ, ∂µΦ, T

µν are all fields and consequently the functional integral measure [DΦ]
involves all possible fields in the theory.

We will compute several correlation function involving energy momentum tensor and primary
fields later.

We can determine the two point correlation function of quasi primary fields exactly upto
a normalisation constant using the constraints of conformal invariance. We will assume
that the functional integral measure is invariant under conformal transformation13. Let us
proceed.

Dimension D ≥ 3

We begin by computing the two point correlation function of two quasi primary spinless
fields ϕ1, ϕ2. By transformation rule (5.4.4) and invariance of functional integral measure,
we obtain the following transformation rule for correlation function:

⟨ϕ1 (x1)ϕ2 (x2)⟩ =
∣∣∣∣∂x′∂x

∣∣∣∣∆1/D

x=x1

∣∣∣∣∂x′∂x

∣∣∣∣∆2/D

x=x2

⟨ϕ1 (x
′
1)ϕ2 (x

′
2)⟩ . (5.6.1)

In particular for dilatation x→ λx, we get

⟨ϕ1 (x1)ϕ2 (x2)⟩ = λ∆1+∆2 ⟨ϕ1 (λx1)ϕ2 (λx2)⟩ . (5.6.2)

13this is a heavy assumption and may not hold in general.
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Under Lorentz transformation and translation, we can easily check that the Jacobian factor
in (5.6.1) is 1 and hence the correlation function remains invariant. This invariance under
Lorentz transformation and translation and transformation in(5.6.2) requires that

⟨ϕ1 (x1)ϕ2 (x2)⟩ = f (|x1 − x2|)

where f(x) = λ∆1+∆2f(λx). Only such function is given by |x1 − x2|−∆1−∆2 . Thus we have

⟨ϕ1 (x1)ϕ2 (x2)⟩ =
C12

|x1 − x2|∆1+∆2
, (5.6.3)

where C12 is some function. We are left to impose transformation under SCT. The Jacobian
factor for SCT with parameter bµ can easily be calculated to be∣∣∣∣∂x′∂x

∣∣∣∣ = 1

(1− 2b · x+ b2x2)D
(5.6.4)

We need to compute the transformation of the term |x1 − x2| under SCT to impose the
covariance of the correlation function under SCT. Indeed one can easily check that∣∣x′i − x′j

∣∣ = |xi − xj|
(1− 2b · xi + b2x2i )

1/2 (
1− 2b · xj + b2x2j

)1/2 ,
for any two spacetime variables xi, xj. The correlation function transforms as

⟨ϕ1 (x
′
1)ϕ2 (x

′
2)⟩ =

C12

|x′1 − x′2|
∆1+∆2

=
C12(γ1γ2)

(∆1+∆2)/2

|x1 − x2|∆1+∆2
,

(5.6.5)

where
γi = 1− 2b · xi + b2x2i .

Thus covariance of the correlation function and using (5.6.4), (5.6.5) and (5.6.1), we get

C12

|x1 − x2|∆1+∆2
=

1

γ
D∆1/D
1 γ

D∆2/D
2

C12(γ1γ2)
(∆1+∆2)/2

|x1 − x2|∆1+∆2

=
C12

γ∆1
1 γ∆2

2

(γ1γ2)
(∆1+∆2)/2

|x1 − x2|∆1+∆2

This constraint is satisfied only if ∆1 = ∆2. Thus we conclude that

two quasi-primary fields are correlated only if they have the same scaling dimension.

The corresponding correlation function is given by

⟨ϕ1 (x1)ϕ2 (x2)⟩ =

{
C12

|x1−x2|2∆1
if ∆1 = ∆2

0 if ∆1 ̸= ∆2.
(5.6.6)
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Thus we have determined the correlation function upto a normalisation constant. Similarly,
we can determine the three point correlation function. We will not go through the complete
details but mention the result:

⟨ϕ1 (x1)ϕ2 (x2)ϕ3 (x3)⟩ =
C123

x∆1+∆2−∆3
12 x∆2+∆3−∆1

23 x∆3+∆1−∆2
13

, (5.6.7)

where

xij = |xi − xj|,

and C123 is again some constant. This impressive feat stops at this stage. For four point
correlation function, the result has a lot of freedom and cannot be fixed only using conformal
invariance.

5.6.2 Ward Identities

In this section, we will write the Ward identities associated to conformal invariance. Ward
identities is reviewed in Appendix B.3. We recall the general form of Ward identity. For a
classical continuous symmetry with generator Ga and conserved current jµa , the ward identity
is given by

∂

∂xµ
⟨jµa (x)Φ1 (x1) · · ·Φn (xn)⟩ = −i

n∑
i=1

δ (x− xi) ⟨Φ1 (x1) · · ·GaΦi (xi) · · ·Φn (xn)⟩ .

We will write X ≡ Φ1 (x1) · · ·Φn (xn) to simplify notations.

Translation invariance

The current associated to translation invariance is the energy momentum tensor T µ
ν . So the

Ward identity takes the form

∂µ ⟨T µ
νX⟩ = −

∑
i

δ (x− xi)
∂

∂xνi
⟨X⟩. (5.6.8)

Lorentz invariance

The current associated to Lorentz invariance is

jµνρ = T µνxρ − T µρxν .

Using the generator of Lorentz transformation given in (5.4.1), the Ward identity is given by

∂µ ⟨(T µνxρ − T µρxν)X⟩ =
∑
i

δ (x− xi) [(x
ν
i ∂

ρ
i − xρi ∂

ν
i ) ⟨X⟩ − iSνρ

i ⟨X⟩]
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where Sνρ
i is the spin generator appropriate for the ith field of the set X. We can simplify

this Ward identity by using the Ward identity (5.6.8). The left hand side becomes〈
(∂µT

µν)xρX − (∂µT
µρ)xνX + (T µνδρµ − T µρδνµ)X

〉
Using the Ward identity (5.6.8), we get

∂µ ⟨(T µνxρ − T µρxν)X⟩ = ⟨(T ρν − T νρ)X⟩ −
∑
i

δ(x− xi) [∂
ν
i ⟨xρX⟩ − ∂ρi ⟨xνX⟩]

= ⟨(T ρν − T νρ)X⟩ −
∑
i

δ(x− xi) [x
ρ
i ∂

ν
i ⟨X⟩ − xνi ∂

ρ
i ⟨X⟩

+δνρ⟨X⟩ − δρν⟨X⟩]

= ⟨(T ρν − T νρ)X⟩ −
∑
i

δ(x− xi) [x
ρ
i ∂

ν
i ⟨X⟩ − xνi ∂

ρ
i ⟨X⟩]

Thus the Ward identity for Lorentz invariance reduces to

⟨(T ρν − T νρ)X⟩ = −i
∑
i

δ (x− xi)S
νρ
i ⟨X⟩. (5.6.9)

It states that the energy momentum tensor is symmetric within correlation functions, except
at the position of the other fields of the correlator.

Dilatation invariance

Using the generator D = −ixν∂ν − i∆ and conserved charge jµ = T µ
νx

ν of dilatation invari-
ance, the Ward identity is given by

∂µ ⟨T µ
νx

νX⟩ = −
∑
i

δ (x− xi)

[
xνi

∂

∂xνi
⟨X⟩+∆i⟨X⟩

]
Here again the derivative ∂µ may act on T µ

ν and on the coordinate. By similar manipula-
tions as above, we get the Ward identity corresponding to dilatation invariance〈

T µ
µX
〉
= −

∑
i

δ (x− xi)∆i⟨X⟩, (5.6.10)

where ∆i is the scaling dimension of Φi. This Ward identity says that the energy momentum
tensor is traceless within the correlator, except at the position of the other fields of the
correlator.

5.7 Consequences of Conformal Invariance: Quantum

Aspects in Dimension D = 2

5.7.1 Correlation Functions

In two dimensions, we can consider the more general primary fields which transform in a
nice way under local conformal transformation. Suppose ϕ1, . . . , ϕn are primary fields with
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conformal dimensions hi, h̄i. Under a local conformal transformation z −→ w(z, z̄), z̄ −→
w̄(z, z̄), the correlation function transforms14 as

⟨ϕ1 (w1, w̄1) . . . ϕn (wn, w̄n)⟩ =
n∏

i=1

(
dw

dz

)−hi

w=wi

(
dw̄

dz̄

)−h̄i

w̄=w̄i

⟨ϕ1 (z1, z̄1) . . . ϕn (zn, z̄n)⟩ . (5.7.1)

We can use (5.6.6) to write the two point function in two dimensions since the steps are the
similar. In complex coordinates,

zij = |zi − zj| =
√
zij z̄ij.

So we have

⟨ϕ1 (z1, z̄1)ϕ2 (z2, z̄2)⟩ =
C12

(z1 − z2)
2h (z̄1 − z̄2)

2h̄
if

{
h1 = h2 = h
h̄1 = h̄2 = h̄

The two point function vanishes if the conformal dimensions of the two fields are different.
Similarly, we can write down the three point function. It is given by

⟨ϕ1 (x1)ϕ2 (x2)ϕ3 (x3)⟩ = C123
1

zh1+h2−h3
12 zh2+h3−h1

23 zh3+h1−h2
13

1

z̃h̄1+h̄2−h̄3
12 zh̄2+h̄3−h̄1

23 z̄h̄3+h̄1−h̄2
13

.

Again the four point function has freedom and cannot be fixed by conformal invariance alone.

5.7.2 Ward Identity

We wish to write the Ward identities corresponding to conformal invariance in complex
coordinates. We observe that the spin generator Sµν in two dimensions acts on a primary
field ϕ as a multiple of the antisymmetric tensor εµν

ϵµν =

(
0 1

2
i

−1
2
i 0

)
, ϵµν =

(
0 −2i
2i 0

)
.

Thus the Ward identities take the form

∂

∂xµ
⟨T µ

ν(x)X⟩ = −
n∑

i=1

δ (x− xi)
∂

∂xνi
⟨X⟩

ϵµν ⟨T µν(x)X⟩ = −i
n∑

i=1

siδ (x− xi) ⟨X⟩

〈
T µ

µ(x)X
〉
= −

n∑
i=1

δ (x− xi)∆i⟨X⟩,

(5.7.2)

where X denotes a collection of n primary fields and si is the spin of the ith field. To convert
these into complex coordinates, we need the following lemma.

14assuming that the functional integral measure is invariant.
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Lemma 5.7.1. In two dimensions, we have for x = (z, z̄)

δ(x) =
1

π
∂z̄

1

z
=

1

π
∂z

1

z̄
. (5.7.3)

Proof. We will prove the first relation and the second is similar. We will show that for any
holomorphic function f(z) in a neighbourhood M of 0,

1

π

∫
M

d2xf(z)∂z̄
1

z
= f(0).

To do this, we need a version of Gauss’s theorem in complex coordinates. For a vector field
F µ, Gauss theorem gives ∫

M

d2x∂µF
µ =

∫
∂M

dξµF
µ,

where dξµ is an outward directed differential of circumference, orthogonal to the boundary
∂M of the domain of integration. We can raise the index of the differential dξµ using ϵµν
which amounts to using a counterclockwise orientation on ∂M . We have dξµ = ϵµρds

ρ where
dsρ is (dz, dz̄). Thus Gauss’s theorem becomes∫

M

d2x∂µF
µ =

∫
∂M

{dzϵz̄zF z̄ + dz̄ϵzz̄F
z}

=
1

2
i

∫
∂M

{−dzF z̄ + dz̄F z}
(5.7.4)

Here the contour ∂M circles counterclockwise. Taking F µ = (0, f(z)/z), we get

1

π

∫
M

d2xf(z)∂z̄
1

z
=

1

π

∫
M

d2x∂z̄

(
f(z)

z

)
=

1

2πi

∫
∂M

dz
f(z)

z

= f(0),

where we used the fact that ∂z̄f(z) = 0.

Substituting the delta function in (5.7.2) using (5.7.3), we easily see that the Ward identities
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take the form

2π∂z ⟨Tz̄zX⟩+ 2π∂z̄ ⟨TzzX⟩ = −
n∑

i=1

∂z̄
1

z − wi

∂wi
(X⟩

2π∂z ⟨Tz̄zX⟩+ 2π∂z̄ ⟨Tzz̄X⟩ = −
n∑

i=1

∂z
1

z̄ − w̄i

∂w̄i
⟨X⟩

2 ⟨Tzz̄X⟩+ 2 ⟨Tz̄zX⟩ = −
n∑

i=1

δ (x− xi)∆i⟨X⟩

−2 ⟨Tzz̄X⟩+ 2 ⟨Tz̄zX⟩ = −
n∑

i=1

δ (x− xi) si⟨X⟩

(5.7.5)

Adding and subtracting the last two equations of (5.7.5) and using (5.7.3) gives two new
equations

2π ⟨Tz̄zX⟩ = −
n∑

i=1

∂z̄
1

z − wi

hi⟨X⟩

2π ⟨Tzz̄X⟩ = −
n∑

i=1

∂z
1

z̄ − w̄i

h̄i⟨X⟩
(5.7.6)

where we used the fact that for primary fields hi = (∆i+si)/2 and h̄i = (∆i−si)/2. Inserting
these relations into the first two equations of (5.7.5), we get

∂z̄

[
⟨T (z, z̄)X⟩ −

n∑
i=1

(
1

z − wi

∂wi
⟨X⟩+ hi

(z − wi)
2 ⟨X⟩

)]
= 0

∂z

[
⟨T̄ (z, z̄)X⟩ −

n∑
i=1

(
1

z̄ − w̄i

∂w̄i
⟨X⟩+ h̄i

(z̄ − w̄i)
2 ⟨X⟩

)]
= 0

where we have defined

T (z, z̄) = −2πTzz(z, z̄), T̄ (z, z̄) = −2πTz̄z̄(z, z̄). (5.7.7)

This says that the expression in the square bracket in the above equation is holomorphic and
antiholomorphic respectively. In particular T and T̄ are functions of z and z̄ respectively.
Thus we may write

⟨T (z)X⟩ =
n∑

i=1

{
1

z − wi

∂wi
⟨X⟩+ hi

(z − wi)
2 ⟨X⟩

}
+ reg., (5.7.8)

where “reg.” stands for a holomorphic function of z, regular at z = wi. A similar expression
holds for the antiholomorphic part.

103



Conformal Ward Identity

We want to write the Ward identity as variation of the path integral due to infinitesimal
conformal transformation, so that all the three Ward identity can be combined in a single
Ward identity called the conformal Ward identity.

Theorem 5.7.2. Let xµ −→ x′µ = xµ+ εµ(x) be an infinitesimal conformal transformation.
Then we have

δε,ε̄⟨X⟩ = − 1

2πi

∮
C

dzε(z)⟨T (z)X⟩+ 1

2πi

∮
C

dz̄ε̄(z̄)⟨T̄ (z̄)X⟩,

where C is a closed curve in the complex plane containing the positions of all the fields in
X.

Proof. We have

∂µ (ενT
µν) = εν∂µT

µν +
1

2
(∂µεν + ∂νεµ)T

µν +
1

2
(∂µεν − ∂νεµ)T

µν

= εν∂µT
µν +

1

2
(∂ρε

ρ) ηµνT
µν +

1

2
ϵαβ∂αεβϵµνT

µν
(5.7.9)

where we used

1

2
(∂µεν + ∂νεµ) =

1

2
(∂ρε

ρ) ηµν

1

2
(∂µεν − ∂νεµ) =

1

2
ϵαβ∂αεβϵµν

(5.7.10)

First equation is same as (5.1.5) for D = 2, the second equation can be verified component
wise. Now under a general infinitesimal transformation with parameters ωa and generator
G

(i)
a in the representation Φi,

x′µ = xµ + ωa
δxµ

δωa

Φ′
i(x) = Φi(x)− iωaG

(i)
a Φi(x).

Thus we have

δωX = −i
n∑

i=1

(
Φ1 (x1) · · ·G(i)

a Φi (xi) · · ·Φn (xn)
)
ωa (xi) .

This implies that

δω⟨X⟩ = −iωa

n∑
i=1

〈
Φ1 (x1) · · ·G(i)

a Φi (xi) · · ·Φn (xn)
〉
. (5.7.11)
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We now apply this formula to infinitesimal conformal transformation. We have seen that a
general infinitesimal conformal transformation (without SCT) has the form given by (5.2.1)

εµ = aµ + bµνx
ν ,

where the symmetric and antisymmetric part of bµν parametrises dilatation and Lorentz
transformation. The generators of translation, dilatation and Lorentz transformation in
representation Φi is −i∂µ,−i∆i and siϵµν where ∆i and si is the scaling dimension and spin
of the field Φi. Using (5.7.11) and noting that the symmetric and antisymmetric part of bµν
is precisely the left hand side of (5.7.10), we have

δε⟨X⟩ = −
n∑

i=1

[εν(xi) ⟨Φ1 (x1) · · · ∂νΦi (xi) · · ·Φn (xn)⟩

+ α ⟨Φ1 (x1) · · ·∆iΦi (xi) · · ·Φn (xn)⟩
+iωµν ⟨Φ1 (x1) · · · siϵµνΦi (xi) · · ·Φn (xn)⟩] ,

(5.7.12)

where

α =
1

2
∂ · ε, ωµν =

1

2
ϵαβ∂αεβϵµν .

Next, using (5.7.9) we have∫
M

d2x∂µ ⟨T µν(x)εν(x)X⟩ =
∫
M

d2xεν(x)∂µ⟨T µνX⟩+ α(x)⟨T µ
µX⟩+ ωµν(x)⟨T µνX⟩,

where M is a domain containing the positions of all the fields in the string X. We now use
the Ward identities (5.7.2), we get∫

M

d2x∂µ ⟨T µν(x)εν(x)X⟩ = −
n∑

i=1

∫
M

d2xδ(x− xi) [εν(x) ⟨Φ1 (x1) · · · ∂νΦi (xi) · · ·Φn (xn)⟩

+ α ⟨Φ1 (x1) · · ·∆iΦi (xi) · · ·Φn (xn)⟩
+iωµν ⟨Φ1 (x1) · · · siϵµνΦi (xi) · · ·Φn (xn)⟩] .

Using (5.7.12), we conclude that

δε⟨X⟩ =
∫
M

d2x∂µ ⟨T µν(x)ϵν(x)X⟩ . (5.7.13)

Using (5.7.4) for F µ = ⟨T µν(x)εν(x)X⟩, we obtain

δε,ε̄⟨X⟩ = 1

2
i

∫
C

[−dz ⟨(T zz̄ + T z̄z̄)εz̄X⟩+ dz̄ ⟨(T zz + T z̄z)εzX⟩] ,

where ε = ϵz and ε̄ = εz and the contour C is the boundary curve of M . Now by (5.5.3),
we see that

⟨T zz̄X⟩ = 1

4

〈
T µ

µ(x)X
〉
= ⟨T z̄zX⟩ = 1

4

〈
T µ

µ(x)X
〉
,
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which by the Ward identity (5.7.2) vanished if x is different from all of the positions of the
fields in X. Since C goes around those positions, we obtain

δε,ε̄⟨X⟩ = 1

2
i

∫
C

[−dz ⟨T z̄z̄εz̄X⟩+ dz̄ ⟨T zzεzX⟩] .

Substituting the definition (5.7.7), we obtain the conformal Ward identity:

δε,ε̄⟨X⟩ = − 1

2πi

∮
C

dzε(z)⟨T (z)X⟩+ 1

2πi

∮
C

dz̄ε̄(z̄)⟨T̄ (z̄)X⟩.

5.7.3 Operator Product Expansion and Primary Operators

When the position of two local operators in a correlator approaches each other, the correlation
function diverges. This divergence is typical in quantum field theories and reflects the infinite
fluctuations of quantum fields when “measured” at a precise position. An operator product
expansion (OPE) exactly captures this feature. We define OPE precisely now.

Definition 5.7.3. Suppose Ok be the local operators in a CFT. For any two local operators
Oi(z, z̄) and Oj(w, w̄), an OPE of O and O′ is a relation of the form:

Oi(z, z̄)Oj(w, w̄) =
∑
k

Ck
ij(z − w, z̄ − w̄)Ok(w, w̄),

where Ck
ij(z − w, z̄ − w̄) are functions of z − w, z̄ − w̄ which diverge as z → w.

Some remarks are in order.

Remark 5.7.4. (i) OPEs are always understood to be operator to be substituted in a
time ordered correlation function:

⟨Oi(z, z̄)Oj(w, w̄)X⟩ =
∑
k

Ck
ij(z − w, z̄ − w̄) ⟨Ok(w, w̄)X⟩ ,

where X is an string of local operators.

(ii) The string of operators X above is arbitrary their position must be distinct from the
positions of Oi,Oj.

(iii) OPEs have singular behaviour as z → w, which is all we care about. So in many case
we write an OPE of operators A(z) and B(w) as

A(z)B(w) ∼
N∑

n=1

(AB)(w)

(z − w)n
,

where (AB), called the composite field of A and B, are non singular at z = w and ∼
indicates that the above relation is true modulo nonsingular terms. Thus every OPE
has infinite number of nonsingular extra terms which we don’t bother writing.
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As an example, observe that in (5.7.8), we proved that for a primary field ϕ(w, w̄) with
conformal dimensions (h, h̄) we have

T (z)ϕ(w, w̄) ∼ h

(z − w)2
ϕ(w, w̄) +

1

z − w
∂wϕ(w, w̄)

T̄ (z̄)ϕ(w, w̄) ∼ h̄

(z̄ − w̄)2
ϕ(w, w̄) +

1

z̄ − w̄
∂w̄ϕ(w, w̄).

This OPE is characteristic of primary fields. Thus we may define primary operators alter-
natively by their OPE with energy momentum tensor.

Definition 5.7.5. A field ϕ(z, z̄) is called primary with conformal dimensions (h, h̄), if the
operator product expansion between the energy momentum tensors and ϕ(z, z̄) takes the
following form:

T (z)ϕ(w, w̄) ∼ h

(z − w)2
ϕ(w, w̄) +

1

z − w
∂wϕ(w, w̄),

T̄ (z̄)ϕ(w, w̄) ∼ h̄

(z̄ − w̄)2
ϕ(w, w̄) +

1

z̄ − w̄
∂w̄ϕ(w, w̄).

We will now discuss OPEs and primary operators with the help of an example.

Example: Free Scalar Field

Consider a massless scalar field X(σ) where σ covers a 2 dimensional manifold. The action
is given by

S =
1

4πα′

∫
d2σ ∂αX∂

αX.

The classical equation of motion for this action can easily be computed. It is given by

∂2X = 0.

To find the quantum consequences, we can use Ehrenfest’s theorem which states that the
expectation value of operators satisfy the classical equations of motion. We will derive this
explicitly. To do this we need the following lemma.

Lemma 5.7.6. Let F [ϕ] be a functional of field ϕα(x) which vanishes on the boundary. Then
the following holds ∫

[Dϕ] δF [ϕ]
δϕα(x)

= 0.

Proof. Suppose x varies over a manifoldM and α ∈ J where J is an index set. The variation
of F [ϕ] is given as

δF [ϕ] := F [ϕ+ δϕ]− F [ϕ] =

∫
M

dx
∑
α∈J

δF [ϕ]

δϕα(x)
δϕα(x).
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We now have to construct the functional integral measure appropriately. We do this by
discretising space and hen taking the continuum limit. We now use DeWitt’s notation to
discretise the spacetime M . Put

i = (α, x) ∈ I := J ×M, ϕi := ϕα(x), i ∈ I.

To discretize spacetimeM , we run i over a finite set I so that we now only have finitely many
variables ϕi, i ∈ I, in the theory. The functional derivative becomes a partial derivative

∂F [ϕ]

∂ϕi
.

We thus have

δF := F [ϕ+ δϕ]− F [ϕ] =
∑
i∈I

∂F [ϕ]

∂ϕi
δϕi,

and the functional integral measure is simply the product of finitely many measures:[∏
j∈I

∫
dϕj

]
continuum limit−−−−−−−−−→

∫
[Dϕ].

This gives [∏
j∈I

∫
dϕj

]
∂F [ϕ]

∂ϕi

continuum limit−−−−−−−−−→
∫
[Dϕ] δF [ϕ]

δϕα(x)
.

The left hand side in above equation is zero on account of the integral of a total derivative
and the boundary condition satisfied by F and the proof is complete.

Using Lemma 5.7.6, we get

0 =

∫
[DX]

δe−S[X]

δX(σ)
=

∫
[DX]e−S[X]

[
1

2πα′∂
2X(σ)

]
.

Thus we get 〈
∂2X(σ)

〉
= 0,

which is Ehrenfest’s theorem.

The Propagator. We now want to compute the propagator for X. We again use path
integral for this. Recall that the propagator in position space is the correlation function
⟨X(σ)X(σ′)⟩ which is given by path integral

⟨X(σ)X(σ′)⟩ = 1

Z

∫
[DX]X(σ)X(σ′)e−S[X],

where Z is the partition function of the theory given by

Z =

∫
[DX]e−S[X].
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Proposition 5.7.7. The two point correlation function ⟨X(σ)X(σ′)⟩ of the massless scalar
field is

⟨X(σ)X(σ′)⟩ = −α
′

2
ln(σ − σ′)2 + const. (5.7.14)

Proof. Using Lemma 5.7.6, we see that

0 =

∫
[DX]

δe−S[X]X (σ′)

δX(σ)
=

∫
[DX]e−S[X]

[
1

2πα′∂
2
σX(σ)X (σ′) + δ (σ − σ′)

]
Dividing throughout by the partition function, we get〈

∂2σX(σ)X (σ′)
〉
= −2πα′δ (σ − σ′)

So we find that the propagator satisfies the differential equation

∂2σ⟨X(σ)X(σ′)⟩ = −2πα′δ(σ − σ′).

We now solve this differential equation. Since this correlator has to be translation and
rotation invariant, thus it should only depend on the norm of separation i.e. |σ − σ′|. Put

r = |σ − σ′| and K(r) = ⟨X(σ)X(σ′)⟩,

then the differential equation (5.7.15) in polar coordinates (r, θ) becomes

1

r

∂

∂r

(
r
∂K(r)

∂r

)
+

1

r2
∂2K(r)

∂θ2
= −2πα′δ(σ − σ′)

=⇒ 1

r

d

dr

(
r
dK(r)

dr

)
= −2πα′δ(σ − σ′).

(5.7.15)

Let Dr be a disc of radius r centred at σ′. We now integrate both sides of (5.7.15) on Dr

with respect to σ, we get∫ 2π

0

dθ

∫ r

0

ρdρ
1

r

d

dρ

(
ρ
dK(ρ)

dρ

)
= −2πα′

∫
Dr

d2σδ(σ − σ′)

=⇒ 2πr
dK(r)

dr
= −2πα′

=⇒ K(r) = −α′ ln r + const.

Thus we conclude that

⟨X(σ)X(σ′)⟩ = −α
′

2
ln(σ − σ′)2 + const.
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Note that the correlator has a divergence as σ → σ′. This is a common feature of all quantum
theories as explained in Subsection 5.7.3. In complex coordinates, the propagator looks as

⟨X(z, z̄)X(w, w̄)⟩ = −α
′

2
[ln(z − w) + ln(z̄ − w̄)] + const.

Operator Product Expansions. Taking partial derivatives of (5.7.14), we obtain the
correlation function of the derivatives of X. Explicitly, we get

⟨∂zX(z, z̄)∂wX(w, w̄)⟩ = −α
′

2

1

(z − w)2
+ reg.,

⟨∂z̄X(z, z̄)∂w̄X(w, w̄)⟩ = −α
′

2

1

(z̄ − w̄)2
+ reg.

(5.7.16)

Note that the classical equations of motion in complex coordinates is given by

∂z∂z̄X(z, z̄) = 0,

which enables us to write X(z, z̄) as a sum of a holomorphic (left moving mode) and an
antiholomorphic (right moving mode) function:

X(z, z̄) = X(z) + X̄(z̄).

In the following we shall only consider the holomorphic field X(z). We have already proved
that the OPE of the field ∂X ≡ ∂zX(z) with itself is

∂X(z)∂X(w) ∼ −α
′

2

1

(z − w)2
.

Note that exchanging the two factors does not affect the correlator which is a characteristic
of Bosonic fields. To know if these fields are primary or not, we need the energy momentum
tensor. The energy momentum tensor associated with the free massless scalar field is

Tµν =
1

2πα′

(
∂µX∂νX − 1

2
ηµν∂ρX∂

ρX

)
.

In the notation of (5.7.7), in complex coordinates the energy momentum tensor is given by

T (z) = − 1

α′∂X∂X.

Similarly we can also calculate T̄ (z̄).

Normal Ordering. Care must be taken when interpreting the energy momentum tensor
as a quantum operator since it involves product of operators. In cannonical quantisation,
we could have normal ordered the above expression by putting annihilation operator to the
right of creation operators so that the vacuum expectation value vanishes. Here also we do
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the same but without referring to creation and annihilation operators. We denote this CFT
normal ordering by ⦂⦂. The exact meaning of the above expression is

T (z) = − 1

α′ ⦂ ∂X∂X⦂ ≡ − 1

α′ limw→z
(∂X(z)∂X(w)− ⟨∂X(z)∂X(w)⟩). (5.7.17)

Let us discuss the generalisation of this normal ordering which will be useful later. The
essential idea is to subtract off the singular part from the operator which we get on taking
the expectation value. We define

⦂Xµ(z, z̄)⦂ = Xµ(z, z̄)

⦂Xµ(z, z̄)Xν(w, w̄)⦂ = Xµ(z, z̄)Xν(w, w̄)− ⟨Xµ(z, z̄)Xν(w, w̄)⟩.
(5.7.18)

The definition of normal ordering for arbitrary numbers of fields can be given recursively as

⦂Xµ1 (z1, z̄1) . . . X
µn (zn, z̄n) ⦂

= Xµ1 (z1, z̄1) . . . X
µn (zn, z̄n)−

∑
subtractions ,

(5.7.19)

where the sum runs over all ways of choosing one, two, or more pairs of fields from the
product and replacing each pair with its expectation value. For example,

⦂Xµ (z1, z̄1)X
ν (z2, z̄2)X

λ (z3, z̄3) ⦂ = Xµ (z1, z̄1)X
ν (z2, z̄2)X

λ (z3, z̄3)

− ⟨Xµ (z1, z̄1)X
ν (z2, z̄2)⟩Xλ (z3, z̄3)− 2 permutations.

This normal ordering prescription can be compactified as follows

⦂O⦂ = exp

(
−1

2

∫
d2z1d

2z2⟨Xµ (z1, z̄1)X
ν (z2, z̄2)⟩

δ

δXµ (z1, z̄1)

δ

δXν (z2, z̄2)

)
O,

where O is any operator, that is a functional of the field X. One can easily check that this
is equivalent to (5.7.19). Indeed the double derivative in the exponent contracts each pair
of fields, and the exponential sums over any number of pairs with the factorial canceling the
number of ways the derivatives can act. This gives us a useful relation when we use the
inverse exponential:

O = exp

(
−1

2

∫
d2z1d

2z2⟨Xµ (z1, z̄1)X
ν (z2, z̄2)⟩

δ

δXµ (z1, z̄1)

δ

δXν (z2, z̄2)

)
⦂O⦂

= ⦂O ⦂+
∑

contractions

where a contraction is the opposite of a subtraction: sum over all ways of choosing one, two,
or more pairs of fields from ⦂O⦂ and replacing each pair with ⟨Xµ (z1, z̄1)X

ν (z2, z̄2)⟩. The
OPE for any pair of operators can be obtained using

⦂O1 ⦂ ⦂O2⦂ = ⦂O1O2 ⦂+
∑

cross-contractions
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for arbitrary operators O1 and O2. The sum now runs over all ways of contracting pairs
with one field in O1 and one in O2. This can also be written

⦂O1 ⦂ ⦂O2⦂ = exp

(∫
d2z1d

2z2⟨Xµ (z1, z̄1)X
ν (z2, z̄2)⟩

δ

δXµ
O1

(z1, z̄1)

δ

δXν
O2

(z2, z̄2)

)
⦂O1O2⦂,

where the functional derivatives act only on the fields in O1 or O2 respectively.

We now compute the OPE of ∂X with T (z).

Proposition 5.7.8. The field ∂X is a primary field with conformal dimension (h, h̄) = (1, 0).

Proof. We need to compute the correlation function

⟨T (z)∂X(w)⟩ ≡ ⟨0|T (T (z)∂X(w))|0⟩,

where T is the time ordering operator. We can use Wick’s theorem to compute this time
ordered product. Recall that by Wick’s theorem, the time ordered product T (ϕ1 . . . ϕn) of
n fields is the normal ordered product : ϕ1 . . . ϕn : plus all possible contractions where a
contraction of a pair of fields means that we replace the pair by the correlation function of
the pair. So we obtain

T (T (z)∂X(w)) = − 1

α′

(
: ∂X(z)∂X(z)∂X(w) : + : ∂X(z)∂ X(z) : ∂X(w)

+ : ∂ X(z)∂X(z) : ∂X(w)

)
,

where the square bracket indicates contraction. Thus we see that

⟨T (z)∂X(w)⟩ = − 1

α′ (⟨0| : ∂X(z)∂X(z)∂X(w) : |0⟩+ 2⟨0|∂X(z)|0⟩⟨∂X(z)∂X(w)⟩)

=
⟨∂X(z)⟩
(z − w)2

+ reg.

where we used (5.7.16). Note that the reg. term contains the vacuum expectation value of
the normal ordered product : T (z)∂X(w) :. Thus in standard form, the OPE has the form

T (z)∂X(w) ∼ ∂X(z)

(z − w)2
.

We can expand ∂X(z) around z = w:

∂X(z) = ∂X(w) + ∂2wX(w)(z − w) +O((z − w)2).

This gives

T (z)∂X(w) ∼ ∂X(w)

(z − w)2
+
∂2wX(w)

(z − w)
. (5.7.20)

Similarly we can calculate the OPE of ∂X with T̄ (z̄). Thus according to Definition 5.7.5,
∂X is a primary operator of conformal weight (h, h̄) = (1, 0).
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Corollary 5.7.9. Higher order derivatives ∂nX, n > 1 of the field X are not primary
operators.

Proof. Using (5.7.20), we see that

T (z)∂2X(w) ∼ ∂w

[
∂X(w)

(z − w)2
+ . . .

]
∼ 2∂X(w)

(z − w)3
+

2∂2wX(w)

(z − w)2
.

Corollary 5.7.10. The field : eikX : is a primary field with conformal dimensions h = h̄ =
α′k2/4.

Proof. We have

: ∂X(z)∂X(z) :: eikX(w) : =
∞∑
n=0

(ik)n

n!
: ∂X(z)∂X(z) :: X(w)X(w) · · ·X(w)︸ ︷︷ ︸

n terms

:

=
∞∑
n=0

(ik)n

n!
: ∂X (z)∂X (z) : X(w) · · ·X(w) · · ·X(w) · · ·X(w) :

+ : ∂X(z)∂X (z) :: X(w) · · ·X(w) · · ·X(w) :

+ : ∂X (z)∂X(z) :: X(w) · · ·X(w) · · ·X(w) :

=
∞∑
n=0

(ik)n

n!

(
−n(n− 1)α′2

4(z − w)2

)
: Xn−2(w) : +

2nα′

z − w
: ∂X(z)Xn−1(w) : +reg.

= −k
2α′

4

: eikX(w) :

(z − w)2
− ikα′

z − w

∞∑
n=1

(ik)n−1

(n− 1)!
: ∂X(z)Xn−1(w) : +reg.

= −k
2α′2

4

: eikX(w) :

(z − w)2
− ikα′2 : ∂X(z)eikX(w) :

z − w
+ reg.,

where we performed n(n − 1) contractions in first term and 2n contractions in the second
and third term in the second step. Now observe that in z → w

∂zX(z) : eikX(w) :

z − w
− ∂wX(w) : eikX(w) :

z − w
∼ regular.

Thus we can add and subtract ∂wX(w):eikX(w):
z−w

in the last step of the calculation of T (z) :

eikX(w) : to get

T (z) : eikX(w) : = − 1

α′ : ∂X(z)∂X(z) :: eikX(w) :

=
k2α′

4

: eikX(w) :

(z − w)2
+
ik : ∂wX(w)eikX(w) :

z − w
+ reg.

=
k2α′

4

: eikX(w) :

(z − w)2
+

: ∂we
ikX(w) :

z − w
+ reg.
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Remark 5.7.11. The fields Vk(z) =: eikX(z) : are called vertex operators in CFT and we will
meet them again while discussing the application of CFT in string theory. Corollary 5.7.10
also shows that the conformal weights of the free boson CFT is continuous.

Lastly we check whether the energy momentum tensor is a primary operator or not.

Proposition 5.7.12. The energy momentum tensor T (z) is not a primary operator.

Proof. Again using Wick’s theorem, we have

T (z)T (w) =
1

α′2 : ∂X(z)∂X(z) :: ∂X(w)∂X(w) :

=
1

α′2

(
: ∂ (z)∂X(z) :: ∂X (w)∂X(w) : +2 : ∂X (z)∂X (z) :: ∂X(w)∂X(w) :

+ 4 : ∂X(z)∂X (z) :: ∂X(w)∂X(w) :

)
=

2

α′2

(
−α

′

2

1

(z − w)2

)2

− 4

α2

α′

2

: ∂X(z)∂X(w) :

(z − w)2
+ reg.

where we used (5.7.16). Here again the reg. term includes the first normal ordered product.
Again substituting ∂X(z) = ∂X(w) + ∂2wX(w)(z − w) +O((z − w)2), we obtain

T (z)T (w) =
1/2

(z − w)4
+

2T (w)

(z − w)2
− 2

α′
∂2wX(w)∂X(w)

z − w
+ reg.

=
1/2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

(5.7.21)

Thus the OPE obviates the fact that T (z) is not a primary operator.

Example: Free Fermionic System

Consider a free Majorana fermion in two dimensions with Euclidean metric. The action is
given by

S =
g

2

∫
d2xΨ†γ0γµ∂µΨ, (5.7.22)

where the Dirac matrices satisfy the Clifford algebra

{γµ, γν} = 2ηµν .

With ηµν = diag(1, 1), one choice of the Dirac matrices could be

γ0 =

(
0 1
1 0

)
, γ1 = i

(
0 −1
1 0

)
.
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With this choice, the action can be simplified and we get

S = g

∫
d2x(ψ∂ψ + ψ∂̄ψ),

where we have written the two component Majorana fermion as Ψ = (ψ, ψ). The equation
of motions are

∂ψ = 0, ∂̄ψ = 0,

whose solutions are any holomorphic function ψ(z) and any antiholomorphic function ψ(z̄).

The Propagator. We now calculate the propagator ⟨Ψi(x)Ψj(y)⟩ for i, j = 1, 2. As
usual, the first step is to express the action in the form:

S =
1

2

∫
d2xd2yΨi(x)Aij(x,y)Ψj(y).

From the action in (5.7.22), we can identify Aij with

Aij(x,y) = gδ(x− y)(γ0γµ)ij∂µ.

The propagator is then the inverse of Aij:

Kij(x,y) ≡ ⟨Ψi(x)Ψj(y)⟩ = (A−1)ij(x,y).

From the Gaussian integral of Grassmann variables, it is known that Kij satisfies the differ-
ential equation:

gδ(x− y)(γ0γµ)iℓ∂µKℓj(x,y) = δ(x− y)δij. (5.7.23)

We now return back to the notation x → (z, z̄),y → (w, w̄). Then (5.7.23) takes the form

2g

(
∂z̄ 0
0 ∂z

)(
⟨ψ(z, z̄)ψ(w, w̄)⟩ ⟨ψ(z, z̄)ψ̄(w, w̄)⟩
⟨ψ̄(z, z̄)ψ(w, w̄)⟩ ⟨ψ̄(z, z̄)ψ̄(w, w̄)⟩

)
=

1

π

(
∂z̄

1
z−w

0

0 ∂z
1

z̄−w̄

)
,

where we used the following representation of the delta function as in Lemma 5.7.1:

δ((x)) =
1

π
∂z

1

z̄
=

1

π
∂z̄

1

z
. (5.7.24)

The propagator is now easily seen to be

⟨ψ(z, z̄)ψ(w, w̄)⟩ = 1

2πg

1

z − w

⟨ψ̄(z, z̄)ψ̄(w, w̄)⟩ = 1

2πg

1

z̄ − w̄

⟨ψ(z, z̄)ψ̄(w, w̄)⟩ = ⟨ψ̄(z, z̄)ψ(w, w̄)⟩ = 0.

(5.7.25)
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Operator Product Expansions. After differentiation, we get using (5.7.25)

⟨∂zψ(z, z̄)ψ(w, w̄)⟩ = − 1

2πg

1

(z − w)2

⟨∂zψ(z, z̄)∂wψ(w, w̄)⟩ = − 1

πg

1

(z − w)3
.

The OPE of two Fermions then reads

ψ(z)ψ(w) =
1

2πg

1

z − w
+ reg. (5.7.26)

Note that the OPE reflects the anticommutativity of the Fermionic wavefunctions. The
energy momentum tensor can be evaluated using the general expression in (5.5.2):

T z̄z̄ = 2
∂L
∂∂̄Φ

∂Φ = 2gψ∂ψ

T zz = 2
∂L
∂∂Φ

∂̄Φ = 2gψ̄∂̄ψ̄

T zz̄ = 2
∂L
∂∂Φ

∂Φ = −2gψ∂̄ψ.

Note that the energy momentum tensor is not symmetric but it becomes symmetric onshell.
We need not worry about this because we can always use Belinfante construction described
above Proposition 5.5.5. In the notation of (5.7.7), we have

T (z) = −πg : ψ(z)∂ψ(z) :,

where the normal ordering is again defined as

: ψ∂ψ : (z) = lim
z→w

[ψ(z)∂ψ(w)− ⟨ψ(z)∂ψ(w)⟩] .

Proposition 5.7.13. The Fermion wavefunction ψ(z) is a holomorphic primary field of
conformal dimension h = 1

2
.

Proof. We calculate the OPE of ψ(z) with T (z). We have

T (z)ψ(w) = −πg : ψ(z)∂ψ(z) : ψ(w)

=
1

2

∂X(z)

z − w
+

1

2

ψ(z)

(z − w)2
+ reg.

=
1

2

ψ(w)

(z − w)2
+

1

2

∂X(w)

z − w
+ reg.,

where we carried over ψ(z) over to ∂X(z) resulting in a minus sign and we used the argument
as in Corollary 5.7.10 to replace ψ(z) and ∂ψ(z) by ψ(w) and ∂ψ(w) respectively.
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Theorem 5.7.14. The stress tensor T (z) satisfies the OPE

T (z)T (w) =
1

4

1

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

Proof. The proof is similar to the free Boson case but with larger number of contractions.

Example with Foresight: The Ghost System

Consider the following action:

S =
g

2

∫
d2xbµν∂

µcν ,

where both fields b, c are Fermionic fields and bµν is symmetric traceless tensor. These fields
are called ghosts or reparametrisation ghosts and will appear in our discussion when we
discuss path integral quantisation. The classical equations of motion are

∂αbαµ = 0, ∂αcβ + ∂βcα = 0.

In complex notation, we usually write c = cz, c̄ = cz̄ and b = bzz, b̄ = bz̄z̄. The equations of
motion then reads

∂̄b = 0, ∂b̄ = 0;

∂̄c = 0, ∂c̄ = 0, ∂c = −∂̄c̄.

Propagator. It is calculated as usual by writing the action as

S =
1

2

∫
d2xd2ybµν((x))A

µν
α (x,y)cα(y),

so that

Aµν
α (x,y) =

1

2
gδναδ(x− y)∂µ.

The factor of 1/2 takes care of the double counting of the terms in the sum since bµν and
hence Aµν . As usual the propagator is given by K = A−1 where K satisfies the differential
equation

1

2
gδµα∂

νKβ
µν(x,y) = δ(x− y)δαβ.

Solving this, one gets

b(z)c(w) =
1

πg

1

z − w
+ reg.

This immediately gives us the OPE

⟨c(z)b(w)⟩ = 1

πg

1

z − w

⟨b(z)∂c(w)⟩ = − 1

πg

1

(z − w)2

⟨∂b(z)c(z)⟩ = 1

πg

1

(z − w)2
.
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The usual energy momentum tensor is given by

T µν
C =

g

2

(
bµα∂νcα − ηµνbαβ∂αcβ

)
.

It turns out that the canonical energy momentum tensor as above is not symmetric even on-
shell, so we need the full machinery of Belinfante construction to make the energy momentum
tensor symmetric. We add ∂ρB

ρµν as in Proposition 5.5.5 where

Bρµν = −1

2
g(bνρcµ − bνµcρ)

It can then be shown that the Belinfane energy momentum tensor given by

T µν
B =

g

2

[
bµα∂νcα + bνα∂µcα + ∂αb

µνcα − ηµνbαβ∂αcβ
]

is symmetric and traceless onshell. In complex coordinates, we have

T (z) = πg : (2∂c b+ c∂b) :

The OPE of T with c can again be calculated using Wick’s theorem:

T (z)c(w) = πg : (2∂c b+ c∂b) : c(w)

= − c(z)

(z − w)2
+ 2

∂zc(z)

z − w
+ reg.

= − c(z)

(z − w)2
+ 2

∂wc(w)

z − w
+ reg.

Therefore c is a primary field with conformal weight h = −1. Similarly, we have

T (z)b(w) = πg : (2∂c b+ c∂b) : b(w)

2
b(w)

(z − w)2
+
∂wb(w)

z − w
.

This implies that b is a primary field with conformal weight h = 2. Note that in both the
OPEs we used the anticommutativity of b and c. Finally we have

T (z)T (w) = πg2 : (2∂c(z)b(z) + c(z)∂b(z)) :: (2∂c(w)b(w) + c(w)∂b(w)) :

=
−13

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

Thus we see that this OPE has same form as the previous two examples except for the
coefficient of the quartic term. One can tacitly modify this coefficient by modifying the
action in such a way that the OPE of b and c remains the same but the energy momentum
tensor changes. To be precise, we subtract a total derivative : ∂(cb) from the original action.
This gives the new energy momentum tensor to be

T (z) = πg : ∂c b : .
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This new theory is called the simple ghost system. New OPEs are

T (z)c(w) =
∂c(w)

z − w
+ reg.

T (z)b(w) =
b(w)

(z − w)2
+
∂b(w)

z − w
+ reg.

These OPE imply that in simple ghost theory, c is a primary field with conformal dimension
h = 0 and b is a primary field of dimension h = 1. The OPE of T with T is

T (z)T (w) =
−1

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

Thus we see that the new coefficient is simply −1.

Remark 5.7.15. Note that the OPE of T (z) with itself in all the three examples above
fails to be that of a primary operator only on account of the (z −w)−4 term, without which
T (z) would be a primary operator of conformal weight (h, h̄) = (2, 0). The coefficient of the
(z − w)−4 term thus decides this fact. This is a general feature of CFTs. The coefficient
of this inverse quartic term is called the central charge which we now explore in the next
subsection.

5.7.4 Central Charge

We begin by proving the OPE structure of the energy momentum tensor in general CFTs.

Theorem 5.7.16. The energy momentum tensor in a 2d unitary CFT15 satisfies the OPE:

T (z)T (w) =
c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

T̄ (z̄)T̄ (w̄) =
c̄/2

(z̄ − w̄)4
+

2T̄ (w̄)

(z̄ − w̄)2
+
∂̄T̄ (w̄)

z̄ − w̄
+ reg.

The constant c, c̄ are called the central charges of the CFT.

Proof. We begin by observing that since the stress tensor is a symmetric tensor of rank 2,
thus it must represent a spin s = 2 representation of the Lorentz group. Next, the stress
tensor has scaling dimension 2. Thus the general form of the OPE of T (z) with itself will
be of the form:

T (z)T (w) = · · ·+ 2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

where the dots in front indicate higher order singularity. Other singular terms in the OPE
have the form:

On

(z − w)n
,

15we will define and discuss this notion in next section.
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which implies that the scaling dimension of On will be

∆[On] = 4− n

since the left hand side has scaling dimension 4 and (z − w)−n has scaling dimension −n.
We will shortly prove that any unitary CFT cannot have conformal weights h, h̄ < 0. Thus
the scaling dimension of On cannot be negative which implies that the most singular term
that can appear in the OPE is (z − w)−4. So the OPE reduces to

T (z)T (w) =
c/2

(z − w)4
+

O(w)

(z − w)3
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

where O(w) is some field of scaling dimension 1 and c is a complex number. We now only
need to rule out the (z−w)−3 term. Note that this term violates the T (z)T (w) = T (w)T (z)
which is required since we interpret OPEs as operators inside a correlation function. So now
it suffices to show that (z − w)−1 term does indeed satisfy this upto regular terms. To see
this, note that we can expand Taylor T (z) around w:

T (z) = T (w) + ∂wT (w)(z − w) +O((z − w)2) =⇒ ∂zT (z) = 0 + ∂wT (w) +O(z − w).

Thus

T (w)T (z) =
c/2

(w − z)4
+

2T (z)

(w − z)2
+
∂zT (z)

w − z
+ reg.

=
c/2

(w − z)4
+

2(T (w) + ∂wT (w)(z − w) +O((z − w)2))

(w − z)2
+
∂wT (w) +O(z − w)

w − z
+ reg.

=
c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
+ reg.

= T (z)T (w),

where the higher order terms in the expansion have been included in the regular terms. This
trick does not work for (z − w)−3 term. Similar analysis gives the OPE of T̄ (z̄).

Transformation of T (z) and the Schwartzian derivative

The anomalous OPE of T (z) with itself due to nontrivial central charge results in a nontrivial
transformation of the stress tensor under conformal transformations. This naturally leads to
the notion of Schwartzian derivative. To this end we use the conformal Ward identity of The-
orem 5.7.2 to obtain the transforamtion of T under infinitesimal conformal transformations
z → z + ε(z). We have

δεT (w) = − 1

2πi

∫
C

dzε(z)T (z)T (w)

= − 1

2πi

∫
C

dzε(z)

[
c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂wT (w)

z − w
+ reg.

]
= − c

12
∂3wε(w)− 2T (w)∂wε(w)− ε(w)∂wT (w),

(5.7.27)
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where we used the Cauchy residue theorem and the fact that ε(z) and reg. are holomorphic
function. Thus we have found the infinitesimal transformation of the stress tensor under
infinitesimal conformal transformation. It is not obvious what the finite transformations
are corresponding to this infinitesimal transformation. Here is the answer: under a finite
conformal transformation z → w(z), the energy momentum tensor transforms as follows16

T ′(w) =

(
dw

dz

)−2 [
T (z)− c

12
{w; z}

]
, (5.7.28)

where {w; z} is the Schwartzian derivative of w defined by

{w; z} :=
d3w/dz3

dw/dz
− 3

2

(
d2w/dz2

dw/dz

)2

.

We will just verify that the infinitesimal version of this transformation is as in (5.7.27).
Indeed for infinitesimal conformal transformation, since w = z + ε(z), upto first order in ε,
we have

{z + ε; z} =
∂3zε

1 + ∂zε
− 3

2

(
∂2zε

1 + ∂zε

)2

≈ ∂3zε.

At first order in ε then, we have

T ′(z + ε) = T ′(z) + ε(z)∂zT (z)

= (1 + ∂zε)
−2
[
T (z)− c

12
∂3zε
]

= (1− 2∂zε)
[
T (z)− c

12
∂3zε
]
,

where we used (5.7.28). This implies that

δεT (w) = T ′(w)− T (w) = − c

12
∂3wε(w)− 2T (w)∂wε(w)− ε(w)∂wT (w),

which coincides with (5.7.27) exactly. We now show that (5.7.28) satisfies the group com-
position law of consecutive conformal transformation: two consecutive transformations z →
w(z) → u(w) is equivalent to one transformation z → u. Indeed we have

T ′′(u) =

(
du

dw

)−2 [
T ′(w)− c

12
{u;w}

]
=

(
du

dw

)−2
[(

dw

dz

)−2 [
T (z)− c

12
{w; z}

]
− c

12
{u;w}

]
.

Once we convince ourselves that the Schwartzian derivative satisfies

{u; z} = {w; z}+
(
dw

dz

)2

{u;w}, (5.7.29)

16primes are not derivatives here, they just denote the transformed tensor.
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then we can easily see that

T ′′(u) =

(
du

dz

)−2 [
T (z)− c

12
{u; z}

]
.

This is what we wanted to prove. The required identity (5.7.29) of Schwartzian derivative is
pretty straightforward and we omit its proof here. Moreover, we can confirm something we
already know. If we put u = z in (5.7.29), we get

{w; z} = −
(
dw

dz

)2

{u;w},

which gives another version of (5.7.28):

T ′(w) =

(
dw

dz

)2

T (z) +
c

12
{z, w}. (5.7.30)

This equation says that T (z) is a primary field of conformal dimension 2 modulo the central
charge (compare with (5.4.6)). Also for global conformal transformations

z → w =
az + b

cz + d
,

(
a b
c d

)
∈ SL(2,C),

it is easy to see that {z, w} = 0 and we conclude that T (z) is a quasi-primary field (see
Definition 5.4.3 (iv)).

Casimir Energy

When we introduce an intrinsic scale into our theory, it breaks conformal symmetry, since
conformal invariance includes scale invariance which means that the theory has no scale.
This introduction of scale automatically leads to the central charge. We understand this
using a toy example. Consider a conformal field theory on the whole complex plane. We
map the theory to a cylinder of circumference L using the transformation

z → w =
L

2π
ln z.

Thus we have introduced a periodic boundary condition which inturn is equivalent to in-
troducing a scale in the theory. Using the transfomation of energy momentum tensor as in
(5.7.28), we get

Tcyl(w) =

(
2π

L

)2 [
Tpl(z)z

2 − c

24

]
,

where we used the fact that

dw

dz
=

L

2πz
, {w; z} =

1

2z2
.
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Here Tcyl and Tpl denotes the stress tensor on the cylinder and the plane respectively. If
we assume that the vacuum energy on the plane ⟨Tpl⟩ = 0, then the vacuum energy on the
cylinder is given by

⟨Tcyl⟩ = − π2c

6L2
. (5.7.31)

Thus the central charge can be interpreted as the Casimir energy of a CFT on the cylinder.

The Trace Anomaly

In Subsection 3.3.5, we proved that the Virasoro generators satisfy the Virasoro algebra
which is the central extension of the Witt algebra. We will now show that this is related to
the fact that the stress tensor fails to be traceless in the quantum theory in the sense that
the expectation value ⟨Tα

α⟩ in general is non-zero. This means that the conformal symmetry
is broken at the quantum level. To be precise, we will show that for a conformal field theory
on a manifold with Ricci scalar R, the expectation value of the stress tensor satisfies:

⟨Tα
α⟩ = − c

12
R. (5.7.32)

Note that conformal anomaly is not present for conformal field theories on flat manifolds
since the Ricci is identically zero for flat manifolds. Before we prove this important result,
we make some comments:

• (5.7.32) is true with expectation value is taken for an arbitrary state and not just the
vacuum. This implies that the expectation value must not depend on any physical state
except for the background metric with an added condition that it must have conformal
dimension 2. This leaves us only with R being our only choice. The question is what
is the coefficient which is the content of the derivation here.

• In 2d, we can always transform the metric to gαβ = e2ωδαβ by a suitable choice of
charts17 on the manifold for some function ω. The Ricci scalar then takes the form:

R = −2e−2ω∂2ω. (5.7.33)

Thus we see that the Ricci scalar depends explicitly on the parameter ω. (5.7.32) im-
plies that the expectation value ⟨Tα

α⟩ is dependent on the parameter of transformation,
which means that the expectation value is not invariant under Weyl transformations.
This explicitly shows that the quantum theory is not conformally invariant.

• Note that (5.7.32) involves the central charge of only the left-moving sector. There
is nothing special about this. If we calculated the expectation of the trace in the
right-moving sector, we would have gotten the same result with the right-moving cen-
tral charge c̃. If we want both sectors to be consistent with each other with fixed
curved background, then we require c = c̃. This is an example of something called the
gravitational anomaly.

17see Subsection 3.1.1
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Theorem 5.7.17. In a 2d CFT with central charge c on a curved background with Ricci
scalar R, the expectation value of the energy momentum tensor satisfies

⟨Tα
α⟩ = − c

12
R.

Proof. We begin by calculating the OPE18 of Tzz̄ with Tww̄. The energy conservation equation
∂µT

µν gives

∂zTzz̄ = −∂z̄Tzz. (5.7.34)

We thus have

∂zTzz̄∂wTww̄ = ∂z̄∂w̄TzzTww = ∂z̄∂w̄

[
c

2

1

(z − w)4
+

2T (w)

(z − w)2
+
∂wT (w)

z − w
+ reg.

]
(5.7.35)

Note that the derivative of the regular term vanishes but the derivative of singular terms
gives rise to delta functions. Indeed using Lemma 5.7.1, we have

∂z̄∂w̄

(
1

(z − w)4

)
=

1

3!
∂z̄∂w̄

(
∂2z∂w

1

z − w

)
=
π

3
∂2z∂w∂w̄δ(z − w, z̄ − w̄). (5.7.36)

Integrating the ∂z, ∂w in (5.7.35), we get

Tzz̄Tww̄ =
cπ

6
∂z∂w̄δ(z − w, z̄ − w̄). (5.7.37)

Note that the other terms in the OPE (5.7.35) do not contribute since the integral gives
regular terms. The expression in (5.7.37) is called the contact term. Usng the definition
of stress-nergy tensor in terms of action, we now calculate the variation of the expectation
value of trace with respect to ariation in the metric δgαβ:

δ ⟨T α
α (σ)⟩ = δ

∫
[Dϕ]e−STα

α(σ) =
1

4π

∫
[Dϕ]e−S

(
Tα

α(σ)

∫
d2σ′√gδgβγTβγ (σ′)

)
.

In particular, for Weyl transformation, δgαβ = 2ωδαβ, which implies that δgαβ = −2ωδαβ.
Thus we get

δ ⟨Tα
α(σ)⟩ = − 1

2π

∫
[Dϕ]e−S

(
Tα

α(σ)

∫
d2σ′ω (σ′)T β

β (σ
′)

)
. (5.7.38)

We can now use the OPE (5.7.37), but first we need to change the coordinates from σα to
(z, z̄). Using (5.5.3) we see that

Tα
α (σ)T

β
β (σ′) = 16Tzz̄(z, z̄)Tww̄(w, w̄). (5.7.39)

18note that in the classical theory the mixed components Tzz̄, Tz̄z is identically zero. See Subsection 5.5.1
for details.
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Moreover we see that
8∂z∂̄w̄δ(z − w, z̄ − w̄) = −∂2δ (σ − σ′) .

Thus we get

Tα
α(σ)T

β
β (σ

′) = −cπ
3
∂2δ (σ − σ′) . (5.7.40)

We can now plug this into (5.7.38) and integrate by parts to get

δ ⟨Tα
α ⟩ =

c

6
∂2ω =⇒ ⟨Tα

α ⟩ = − c

12
R (5.7.41)

where in the last step we used (5.7.33) and replaced e−2ω ≈ 1 since ω is infinitesimal. Note
that our derivation above only applies to spaces whose metrics are close to the flat metric.
But as discussed before, once we determine the coefficient in front of the Ricci scalar for the
expectation value of trace, we can write the trace anomaly for any general 2d surface.
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Chapter 6

2d Conformal Field Theory and its
Application to Bosonic String Theory

In the previous chapter, we explored some general features of classical and quantum confor-
mal field theory in various dimensions. We saw that the conformal symmetry gets broken
at the quantum level and results in a nontrivial central charge. We discussed operators in
2d CFT and the general notion of operator product expansion. In this chapter we explore
the quantum Hilbert space of 2d CFTs and the famous state-operator correspondence. We
will also discuss various other mathematical notions stemming from 2d CFTs. We begin by
discussing the quantisation of 2d CFT.

6.1 Quantisation of a 2d CFT

In this section, we explore the general procedure of quantising a 2d CFT. In usual QFT,
we quantise a classical system on time slices which are time ordered in the usual way and
construct the Hilbert space at those time slices. The Weyl invariance in a CFT enables us
to formulate an equivalent ordering on the plane called radial ordering. This enables us to
discover many amazing aspects of a 2d CFT and its quantum theory. We will describe its
various aspects beginning with the radial quantisation.

6.1.1 Radial Quantisation

Consider a quantum field theory on the plane R2. We usually parametrize the plane by
coordinates (x, t) and in the quantum theory, the states live on time slices and the Hamilto-
nian H = ∂t evolves the states in time (in the Schrödinger picture). Thus time ordering is
defined by the vertical stacking of the time slices. In a CFT, we reformulate time ordering
in a way which helps us in uncovering new results, we call this ordering the radial ordering.
To understand the radial ordering, we first map a quantum field theory on the plane to a
quantum field theory on the cylinder. To do this, we first parametrize the plane with the

127



origin removed by a complex variable z = x+ it and then map it to the cylinder via

z 7→ ln z =: σ + iτ, σ ∈ [0, 1), τ ∈ R.

This gives a one to one mapping of the plane with the origin removed to the cylinder. If we
now consider a CFT on the plane with flat metric1

(ds2)pl = dt2 + dx2.

On the cylinder, the metric is

(ds2)cyl = dσ2 + dτ 2.

Since

x+ it = z = exp (σ + iτ) = exp (σ) (cos τ + i sin τ).

This means that

dx = exp (σ) cos τdσ − exp (σ) sin τdτ,

dy = exp (σ) sin τdσ + exp (σ) cos τdτ.

This implies that

(ds2)pl = exp(2σ)
(
ds2
)
cyl
.

Thus the punctured plane and the cylinder are conformally equivalent. Thus any CFT on
the plane is same as a CFT on the cylinder. Thinking of a CFT on the plane as a CFT on the
cylinder, we get a new interpretation of the time ordering on the plane induced by the time
ordering on the cylinder. To be precise, in a CFT on a cylinder, the time ordering is given
by the vertical stacking of the circles. When this time ordering is translated to the plane,
we end up with radial ordering. To make this quantitative, consider the inverse mapping of
cylinder to the plane as2

ω = σ + iω 7→ z = e−iω.

Then τ1 > τ2 implies that |z1| > |z2| where z = eτeiσ. Since |z| on plane represents the radial
distance, larger τ on the cylinder translates to larger radial distance. Thus time ordering on
cylinder translates to radial ordering on plane. Thus the Hilbert space now live on radial
slices and the Hamiltonian evolves the states in the radial position on the plane. Thus the
Hamiltonian takes the form of the dilatation operator

H = z∂z + z̄∂z̄. (6.1.1)

1we consider the Euclidean metric. The analysis for Minkowski metric is similar.
2the extra minus sign is introduced so that greater τ on cylinder gives larger radial distance on the plane.
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Figure 6.1: Mapping the cylinder to the complex plane

Hermitian structure

To construct the quantum states of the theory, we need to assume the existence of a vacuum
state |0; 0⟩ on which we can act by creation operators to construct the Hilbert state of the
theory. We will discuss more about it in the next section. In usual QFT, a field ϕ(x, t) gives
rise to an asymptotic state ϕin ∝ limt→−∞ ϕ(x, t). On radial quantisation, this translates to

|ϕin⟩ = lim
z,z̄→0

ϕ(z, z̄)|0; 0⟩ (6.1.2)

An important point to note is that there are two asymptotic states associated to a field
in a QFT with the usual time ordering: namely the “in” and “out” state corresponding
to t → ∓∞ respectively. But in radial quantisation, we get a single asymptotic state
corresponding to z, z̄ → 0. This is remeniscent of the “operator-state correspondence” in
conformal field theory which we will discuss in detail in coming sections.

We now endow a Hermitian structure to the states of the theory as follows: for a con-
formal field ϕ(z, z̄) with conformal weights (h, h̄), define the Hermitian conjugate on the real
surface z̄ = z∗:

ϕ(z, z̄)† = z̄−2hz−2h̄ϕ(1/z̄, 1/z). (6.1.3)

This definition can be motivated by the fact the on the plane, the Wick-rotated Euclidean
time τ = it must map to τ → −τ inside an operator under Hermitian conjugate if t is to
be interpreted as time. This is precisely done by z → 1/z̄ and z̄ → 1/z. The prefactor will
make sense in a moment. The Hermitian conjuate of the asymptotic in state is then defined
to be the asymptotic out state:

|ϕout⟩ = |ϕin⟩†.
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This is called BPZ (Belavin-Polyakov-Zamalodchikov) conjugation. The inner product be-
tween states can now be calculated to be

⟨ϕout|ϕin⟩ = lim
z,z̄,w,w̄→0

〈
0; 0

∣∣ϕ(z, z̄)†ϕ(w, w̄)∣∣ 0; 0〉
= lim

z,z̄,w,w̄→0
z̄−2hz−2h̄⟨0; 0|ϕ(1/z̄, 1/z)ϕ(w, w̄)|0; 0⟩

= lim
ξ,ξ̄→∞

ξ̄2hξ2h̄⟨0; 0|ϕ(ξ̄, ξ)ϕ(0, 0)|0; 0⟩.

Note that the last line is a correlator while the first line was a vacuum expectation value,
since the operators are clearly radial (time) ordered. Also by the usual transformation of
correlator under conformal transformation (5.7.1), the last line is independent of ξ and hence
the inner product is well-defined.

Mode expansions

A quasi-primary operator ϕ(z, z̄) of conformal dimension (h, h̄) can be expanded as a Laurent
series in z and z̄ as follows:

ϕ(z, z̄) =
∑

m,n∈Z

ϕm,nz
−m−hz̄−n−h̄. (6.1.4)

By residue theorem, the modes ϕm,n can be expressed as a contour integral

ϕm,n =
1

2πi

∮
dz zm+h−1

∮
dz̄ z̄n+h̄−1ϕ(z, z̄). (6.1.5)

Hermitian conjugate of the operator gives

ϕ(z, z̄)† =
∑

m,n∈Z

ϕ†
m,nz̄

−m−hz−n−h̄. (6.1.6)

Using the definition in (6.1.3), we easily see that

ϕ†
m,n = ϕ−m,−n. (6.1.7)

We introduce the notation

|h, h̄⟩ := lim
z,z̄→0

ϕ(z, z̄)|0; 0⟩ = ϕ−h,−h̄|0; 0⟩ (6.1.8)

for the asymptotic states. Note that for the asymptotic “in” and “out” states to be well
defined, we must have:

ϕm,n|0; 0⟩ = 0; m > −h, n > −h̄. (6.1.9)

For a chiral field ϕ(z) we write the expansion as

ϕ(z) =
∑
n∈Z

ϕnz
−n−h, ϕ†

n = ϕ−n, (6.1.10)
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and similarly for anti-chiral field. In particular, for the stress tensor, we have

T (z) =
∑
n∈Z

Lnz
−n−2, T (z̄) =

∑
n∈Z

L̄nz̄
−n−2, (6.1.11)

so that

Ln =
1

2πi

∮
dz T (z)zn+1, L̄n =

1

2πi

∮
dz̄ T (z̄)z̄n+1. (6.1.12)

The asymptotic state corresponding to the stress tensor is called the conformal vector. Note
that the condition (6.1.9) for the stress tensor gives

Ln|0; 0⟩ = 0, L̄n|0; 0⟩ = 0, n ≥ 1. (6.1.13)

In particular, the vacuum vector is invariant under the global conformal transformations
generated by L0, L±1.

6.1.2 The state-operator correspondence: vertex operators

In conformal field theory, there is a distinguished property: the states and local operators
are in one to one correspondence. In a generic quantum field theory, this is never true; one
local operator corresponds to many different states. To understand this correspondence,
recall that a state in quantum mechanics can be represented by a square integrable function,
called the wavefunction, satisfying the Schrödinger equation. More concretely, suppose we
have a particle moving in on dimension under some potential. Suppose the particle is in
quantum state3 |Ψ(t)⟩ at time t. In the position basis |x⟩ the state |Ψ(t)⟩ can be represented
by the wavefunction Ψ(x, t):

Ψ(x, t) := ⟨x|Ψ(x)⟩. (6.1.14)

One can understand states in QFT in a similar way. Instead of position basis, which describes
the trajectory of particle in space, we construct a field configuration basis |ϕ(σ)⟩. A state is
then represented by a Schrödinger wavefunctional Ψ[ϕ(σ), t] - the corresponding state being
|Ψ(t)⟩ and

Ψ[ϕ(σ), t] = ⟨ϕ(σ)|Ψ(t)⟩. (6.1.15)

Consider a CFT on the plane which is radially quantised. Suppose we have a local operator
O(z). Let us now construct a state at radius |z| = r on the plane4. Let us consider fields
in a unit disc in the z-plane with fixed boundary condition ϕb at the boundary circle. We
consider the path integral with the operator insertion O(z = 0) in the path integral5. Then
the functional

ΨO [ϕb(σ)] :=

∫
[Dϕi]ϕb

exp (−S [ϕi])O(0) (6.1.16)

3Recall that in a QFT the Hilbert space of states is defined on time slices of spacetime so that for every
t ∈ R there is a Hilbert space of states. Similarly in quantum mechanics, where we do not have the notion of
fields or spacetime, we have a Hilbert space of states for each time determined by the wavefunctions obtained
by solving the Schrödinger equation.

4Recall that in radial quantisation, time ordering changes to radial ordering. Thus Hilbert space of states
exists at various radii.

5We consider Euclidean path integral.
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defines a wavefunctional and hence a state of the QFT. To construct a local operator from
a wavefunctional, we recall how wavefunction is propagated in time. This is done using the
propagator

G (xf , xi) =

∫ x(tf)=xf

x(ti)=xi

[Dx] exp(−S) (6.1.17)

where the path integral is over all classical paths with position xi at time ti and position
xf at time tf . Now a wavefunction ψi (xi, ti) can be evolved to ψf (xf , tf ) using the above
propagator:

ψf (xf , tf ) =

∫
dxiG (xf , xi)ψi (xi, ti)

=

∫
dxi

∫ x(tf)=xf

x(ti)=xi

[Dx] exp(−S).
(6.1.18)

Let us now do the same with states in QFT. We have

Ψf [ϕf (σ), tf ] =

∫
[Dϕi]

∫ ϕ(tf)=ϕf

ϕ(ti)=ϕi

[Dϕ] exp(−s[ϕ])Ψi [ϕi(σ), ti] (6.1.19)

where the path integral is over classical solutions with bounder y conditions as given above.
In the context of radial quantisation the time coordinate (the vertical direction) on the
cylinder turns into radial coordinate on the plane. The path integral becomes

Ψf [ϕf (σ), rf ] =

∫
[Dϕi]

∫ ϕ(rf)=ϕf

ϕ(ri)=ϕi

[Dϕ] exp(−S[ϕ])Ψi [ϕi(σ), ri] . (6.1.20)

Thus the path integral is over fields on the annulus ri ≤ |z| ≤ rf with boundary condition
ϕ (ri) = ϕi and ϕ (rf ) = ϕf along with state insertion Ψ [ϕi(σ), ri] on the inner circle. What
happens when we take ri → 0. We would obtain a state as in (6.1.16). The insertion of the
state turns into an operator insertion. We get

ΨO [ϕb(σ)] :=

∫
[Dϕi]ϕb

exp (−S [ϕi])O(z = 0). (6.1.21)

This defines a local operator from a state. We call these operators vertex operators.

Remark 6.1.1. (i) From above considerations, it is clear that the state-operator corre-
spondence is true for any CFT defined on a cylinder R× SD−1 which gets mapped to
RD under radial quantisation.

(ii) If we consider the state corresponding to the identity operator, the above map (6.1.16)
gives us the vacuum state. We usually denote this state by |0; 0⟩ as above. Clearly the
conformal dimensions of the identity operator is (0,0).
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Example: the closed string

6.1.3 Operator product expansion and Mode Algebra

As we have seen, in radial quantisation, time ordering is replaced by radial ordering on the
cylinder. So whenever we talk about correlation function of operators, they are assumed to
be radially ordered in the following sense: for any two operators A(z) and B(z) we define
their radially ordered product to be the operator

R(A(z)B(w)) :=

{
A(z)B(w) if |z| > |w|,
B(w)A(z) if |w| > |z|

. (6.1.22)

If both the operators A and B are fermionic then a minus sign must be added to the second
expression owing to spin-statistics theorem. Let Cz

r (w) denote a circle of radius r > 0 in
variable z centered around w and oriented counterclockwise and put Cz

r := Cz
r (0). Then we

see that for r1 > |w| and r2 < |w| we have

∮
Cz

r1

dzA(z)B(w)−
∮
Cz

r2

dzB(w)A(z) =

∮
Cz

r3
(w)

dzR(A(z)B(w)), (6.1.23)

for some r3 > 0, see Figure below for the contour deformations. In particular for r1 > r2 >
r3 > 0 we have

∮
Cw

r2

dw

∮
Cz

r1

dzA(z)B(w)−
∮
Cw

r2

dw

∮
Cz

r3

dzB(w)A(z) =

∮
Cw

r2

dw

∮
Cz

δ (w)

dzR(A(z)B(w))

(6.1.24)
for some δ > 0. We can now use this to derive the algebra of modes of operators from their
OPE. Let us derive the Virasoro algebra from the OPE (??) of stress tensor with itself.
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Using (6.1.24), we have

[Lm, Ln] =

∮
dz

2πi

∮
dw

2πi
zm+1wn+1[T (z), T (w)]

=

∮
Cw

r2

dw

2πi
wn+1

∮
Cz

δ (w)

dz

2πi
zm+1R(T (z)T (w))

=

∮
Cw

r2

dw

2πi
wn+1

∮
Cz

δ (w)

dz

2πi
zm+1

(
c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂wT (w)

z − w

)
=

∮
Cw

r2

dw

2πi
wn+1

(
(m+ 1)m(m− 1)wm−2 c

2 · 3!

+2(m+ 1)wmT (w) + wm+1∂wT (w)
)

=

∮
dw

2πi

( c
12

(
m3 −m

)
wm+n−1

+2(m+ 1)wm+n+1T (w) + wm+n+2∂wT (w)
)

=
c

12

(
m3 −m

)
δm,−n + 2(m+ 1)Lm+n

+ 0−
∮

dw

2πi
(m+ n+ 2)T (w)wm+n+1︸ ︷︷ ︸

=(m+n+2)Lm+n

=(m− n)Lm+n +
c

12

(
m3 −m

)
δm,−n,

(6.1.25)

where we used integration by parts.

6.1.4 Hilbert space of the theory

Let us now describe the Hilbert of a conformal field theory. The state operator correspon-
dence dictates that corresponding to every operator there must be a state in the Hilbert
space of the theory. Suppose ϕ(z, z̄) is a primary field with conformal dimensions (h, h̄).
Then there is a state |h, h̄⟩ constructed as in (6.1.2). In particular, the vacuum vector |0; 0⟩
is obtained from the identity operator. Clearly, the OPE (??) with the stress tensor, it is
clear that

L0|h, h̄⟩ = h|h, h̄⟩, L̄0|h, h̄⟩ = h̄|h, h̄⟩
Ln|h, h̄⟩ = L̄n|h, h̄⟩ = 0, n > 0

(6.1.26)

We then construct the Fock space over |h, h̄⟩ by applying L−n, L̄−m with n,m > 0. The Fock
space thus obtained is called the Verma module over the primary |h, h̄⟩. More precisely, the
Verma module has the structure of a tensor product

V (h, c)⊗ V (h̄, c̄) (6.1.27)
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where

V (h, c) := {L−n1L−n2 . . . L−nk
|h, h̄⟩ : k ∈ N, n1, n2, . . . , nk ∈ N}

V (h̄, c̄) := {L̄−m1L̄−m2 . . . L̄−mℓ
|h, h̄⟩ : ℓ ∈ N, m1,m2, . . . ,mℓ ∈ N}.

(6.1.28)

The states L−n1L−n2 . . . L−nk
|h, h̄⟩, L̄−m1L̄−m2 . . . L̄−mℓ

|h, h̄⟩ are called descendents. The op-
erator corresponding to them is given by

L−n1L−n2 . . . L−nk
|h, h̄⟩ ↔

k∏
i=1

1

(ni − 1)!
∂n1∂n2 . . . ∂nkϕ(z, z̄)

L̄−m1L̄−m2 . . . L̄−mℓ
|h, h̄⟩ ↔

ℓ∏
j=1

1

(mj − 1)!
∂̄m1 ∂̄m2 . . . ∂̄mℓϕ(z, z̄).

(6.1.29)

The full Hilbert space is the direct sum

H (c, c̄) :=
⊕
h,h̄

V (h, c)⊗ V (h̄, c̄) (6.1.30)

where the sum is over all primaries of the theory.

6.2 Torus partition function and modular invariance

Up until now, we have studied conformal field theory on the plane (and hence the Riemann
sphere by one point compactification) and the cylinder. We will now study conformal field
theories on the torus which is a genus one 2 dimensional Riemannian manifold. Infact one
can (and has to for string theory applications6) study conformal field theories on any higher
genus Riemann surfaces. But physically in context of critical phenomenas described by con-
formal field theories, it is somewhat unnatural to study CFTs on genus higher than 1. On
the torus, it is equivalent to the plane with periodic boundary condition in both space and
time directions and hence has some significance.

Another motivation to study CFTs on higher genus Riemann surfaces is as follows: on
the plane we saw that the holomorphic and antiholomorphic sector completely decouples
and we may study the two sectors independently, infact we can treat them as different the-
ories. But this is very unphysical, such a decoupling is a feature of a conformally invariant
point on the infinite plane in the parameter space. The Hilbert space of the theory must
continuously deform as we move away from the conformally invariant point. This should
lead to constraints on the Hilbert space at the conformal point itself. Such constraints are
obtained from the consitency of the CFT on higher genus Riemann surface. In particular,
the requirement of modular invariance of the partition function of the theory on the torus
will give us one such constraint.

6We will see in later chapters that CFTs on higher genus Riemann surfaces are required to compute
higher loop string amplitudes.
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Figure 6.2: The fundamental region of the torus parametrized by (ω1, ω2). In the figure, we
have chosen the basis of the lattice to be (1, τ) where τ = τ1 + iτ2 = ω2/ω1.

6.2.1 Geometry of the torus

The torus can be obtained from the cylinder by cutting off the infinite ends of the cylinder
at some finite length and identifying the boundary circles. Alternatively, it can be obtained
as a quotient of the complex plane by some discrete lattice. It is useful to describe the torus
in terms of the quotient of the complex plane. For a pair of complex numbers ω1, ω2 ̸= 0,
consider the quotient space C/(Zω1 ⊕ Zω2) obtained by identifying points on the complex
plane as follows:

z ∼ z +mω1 + nω2, m, n ∈ Z. (6.2.1)

It is convenient to rescale and rotate the basis (ω1, ω2) of the lattice to the basis (1, τ) where

τ :=
ω2

ω1

. (6.2.2)

The smallest fundamental domain of this equivalence relation is called the fundamental region
of the torus, see Figure 6.2. The torus itself is obtained by identifying the boundaries of the
fundamental region. The complex number τ is called the complex structure or the modular
parameter of the torus. Form the equivalence relation (6.2.1) we see that several choices of
the basis (ω1, ω2) determine the same lattice and hence the same torus. Indeed any integer
linear combination of ω1, ω2 determines the same lattice given that the linear combination
is invertible by integer linear combinations again. More precisely(

ω′
1

ω′
2

)
=

(
a b
c d

)(
ω1

ω2

)
, a, b, c, d ∈ Z. (6.2.3)

The inverse of this transforamtion is given by(
ω1

ω2

)
=

1

ad− bc

(
d −b
−c a

)(
ω′
1

ω′
2

)
. (6.2.4)
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The matrix i integral if and only if its determinant ad− bc = ±1.

6.3 Conformal Field Theory with Boundary

Recall that the worldsheet of a closed string has the topology of a cylinder while that of an
open string is an infinite plane bounded by the lines traced by the ends of the open string.
Since a cylinder is conformally equivalent to th punctured complex plane, we can apply the
results of CFT on the plane to the worldsheet CFT of a closed string, but fro open string this
does not work since the worldsheet in this case has a boundary. In this section we develop
the theory of boundary conformal field theory (BCFT) and analyze some essential features
of the theory.

6.3.1 Stress tensor and boundary conditions

A prototype of a space with boundary is the complex upper-half plane

H := {z = x+ iy ∈ C : y > 0}. (6.3.1)

The real axis is the boundary of this space. We will study conformal field theory on H. First
note that a global conformal transformation ( a b

c d ) ∈ SL(2,C) on C that maps H to H has to
have real matrix elements since it must map the real axis to the real axis. Thus the group
of global conformal transformations of H is SL(2,R). Let us now look at the local conformal
transformation. An infinitesimal conformal transformation is given by

z → z + ε(z).

This transformation maps H to H only if ε(z) = ε(z̄) when z = z̄. This means that ε has to
be real on the real axis. This imposes strong constriants on the conformal algebra and the
two sets of Virasoro algebra for the holomorphic and antiholomorphic sector breaks down to
one set of Virasoro algebra as we will now see. Under conformal transformations from H to
H, the correlators must transform covariantly. The fact the correlators transform covariantly
is captured by the following theorem:

Theorem 6.3.1. Let T µν be the stress tensor for a CFT on H. Then a given boundary
condition on a set of conformal primary fields ϕi is conformally invariant if and only if
T 01(x, 0) = 0 or equivalently in complex coordinates

T (z) = T (z̄) on z = z̄.

Proof. Let X =
∏n

i=1 ϕi(xi, yi) be a set of fields. Let

xµ → xµ + εµ(x),

be a transformation on H viewed as a subset of R2 satisfying the following conditions:
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Figure 6.3: Infinitesimal transformation on H

1. ε : H −→ R2 is a continuous function.

2. The transformation (x, y) 7→ (x, y) + (ε0(x, y), ε1(x, y)) maps H to itself, i.e. for all x
we have ε1(x, 0) = 0.

3. ε(x, y) is conformal in a semi-disc D (see Figure 6.3) containing the point of insertions
of all the fields X.

4. Let K be a compact set such that D ⊂ K. ε(x, y) is arbitrary in K – D.

5. ε(x, y) is zero on R2 – K.

Then using (5.7.13), the variation of the correlation function ⟨X⟩ in terms of the path integral
can be written as∫

[DΦ]δXe−S[Φ] = −
∫
∂(K−D)

nν(x)εµ(x)⟨T µν(x)X⟩+
∫
K−D

εµ(x)∂ν⟨T µν(x)X⟩ (6.3.2)

where nν is the normal to the boundary ∂(K − D) of K − D. The second term is zero on
account of the stress tensor being conserved due to conformal invariance of the theory. THe
first term gives us something physical. If suppose that the semi-disk D covers the interval
(a, b) on the real axis, then using nν = (0, 1) and the fact that ε1(x, 0) = 0, the first integral
is ∫ b

a

ε0(x, 0)⟨T 01(x, 0)X⟩. (6.3.3)

Demanding that this be independent of ε0(x, 0), we get the boundary condition for stress
tensor

T 01(x, 0) = 0.

The secons relation follows from (5.5.3).

The condition T 01(x, 0) = 0 implies that no energy flows across the boundary. This constraint
is not enough to fix the boundary condition uniquely, but this gives us a class of boundary
conditions allowed by conformal invariance. Another important consequence of this is that
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now we only have one set of Virasoro generators. We will describe this by the doubling trick.
Define T (z) in the lower half-plane by

T (z) := T (z), Imz < 0. (6.3.4)

Thus we have an analytic continuation of the holomorphic stress tensor to the whole complex
plane C. The Virasoro mode can then be given by the integral

Ln =
1

2πi

∫
C
dzT (z)zn+1 +

1

2πi

∫
−C
dz̄T (z̄)z̄n+1 (6.3.5)

where C is a semicircular contour on the origin and −C is the same contour with opposite
orientation. The two integral can be combined and we can write

Ln =
1

2πi

∮
dzT (z)zn+1 (6.3.6)

where now the contour is a circle around the origin and T is the analytically continued stress
tensor. These modes satisfy the Virasoro algebra. Similar doubling trick can be applied to
all other operators of the theory.

6.4 Applying Conformal Field Theory to String

Theory
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Chapter 7

The Polyakov Path Integral and
BRST Quantisation

In the modern formulation of quantum field theory, path integral is the most important
object since we can get all the observables of the theory from the path integral by simple
functional differentiation. In this chapter, we develop the string path integral and define the
observables of string theory – the string S-matrix. We then discuss the string spectrum of
the theory via the brst quantisation procedure and prove the no-ghost theorem mentioned
in Chapter 3.

7.1 Polyakov path integral

Given a qft of fields {ϕ} with action S({ϕ}), the partition function is defined by the path
integral

Z :=

∫
[Dϕ] exp(iS[{ϕ}]). (7.1.1)

Since the action is real number, the exponential factor is just a phase and the path integral
diverges. To overcome this difficulty, we define the Euclidean path integral by

Z :=

∫
[Dϕ] exp(−SE[{ϕ})]), (7.1.2)

where SE is the Euclidean action obtained by analytically continuing the time coordinate
t to Euclidean time t → itE. Under this change S → iSE. The Euclidean path integral is
thus analytically continued version of the origin path integral. From now on we will omit
the subscript E but all path integrals will be Euclidean.
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We will start with the Polyakov action1

SP = − 1

4πα′

∫
Σ

dσdτ
√
ggαβ∂αX

µ∂βXµ, (7.1.3)

where Σ is the string worldsheet. One can also add the topological term:

χ =
1

4π

∫
Σ

dσdτ
√
gR, (7.1.4)

where R is the Ricci scalar of the worldsheet. This is called the Euler characteristic and
is independent of the choice of metric on Σ – hence the term is topological. This term is
clearly Diff invariant since R is a scalar. To see that it is also Weyl invariant, recall that
under gαβ → g′αβ = e2ω(σ)gαβ, we have√

g′R′ =
√
g
(
R− 2∇2ω

)
. (7.1.5)

Thus the Weyl variation is
δW (

√
gR) = −2

√
g∇2ω. (7.1.6)

But note that for any vector vα,
√
g∇αv

α = ∂α (
√
gvα) . (7.1.7)

This implies that √
g∇2ω =

√
g∇α (∇αω) = ∂α (

√
g∇αω) (7.1.8)

which means that the variation is a total derivative and its integral over Σ vanishes by Stoke’s
theorem if Σ has no boundary. But this is true only for manifolds without boundary, i.e.
for closed string worldsheet. For open string worldsheet we have to add a boundary term to
make it Weyl invariant:

χ =
1

4π

∫
Σ

dσdτ
√
gR +

1

2π

∫
∂Σ

ds k (7.1.9)

where ∂Σ denotes the boundary of Σ, ds is the proper time in metric gαβ along the boundary
and k is the geodesic curvature of the boundary

k = ±tana∇bt
b, (7.1.10)

where na, tb are the normal and tangent vectors to the boundary respectively, see Figure ??
below. The upper sign is for Lorentzian signature and lower sign is for Euclidean signature.
The extra term is required to make the Euler characteristic term Weyl invariant. We will
now consider the path integral

Z =

∫
[DXDg] exp(−S) (7.1.11)

where
S = SP + λχ, (7.1.12)

and the path integral is over every embedding Xµ : Σ −→ RD and every metric gαβ on the
worldsheet. As already discussed, we take the metric to be Euclidean with (+,+) signature
so that the path integral is well-defined.

1Note that now we are in Euclidean signature and hence the determinant of the metric is positive.
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Figure 7.1: The normal and tangent vectors on the boundary.

7.1.1 Fadeev-Popov gauge fixing

Path integrals as in (7.1.2) for gauge theories necessarily diverge unless we remove the un-
physical gauge degrees of freedom. Removing the gauge degrees of freedom schematically
results in the following expression for the path integral:

Z :=

∫
[Dϕ]
Vgauge

exp(−S[{ϕ}]), (7.1.13)

where Vgauge is the volume of the gauge group2. In string theory, the gauge group is G :=
Diff⋉Weyl. The string partition function thus takes the form

Z ≡
∫

[DXDg]
VG

e−S[X,g] (7.1.14)

Fadeev-Popov methods tells us how to divide by the volume of the gauge group. More pre-
cisely, it gives us a method to integrate against a measure on the field space X = {(X, g)}
which cuts through each gauge equivalence class exactly once as shown in Figure 7.2 below.
This is equivalent to saying that we want a measure on X/G where X is the space of fields
and G is the group of gauge transformations.

The idea is to separate the integral over the space of fields into an integral over a gauge
slice times an integral over the gauge group. To do this, we change variables carefully. The
method is called the Fadeev-Popov method and the Jacobian of the change of variables is
called the Fadeev-Popov determinant. Under a gauge transformation ζ ∈ G:

Xµ(σ, τ) −→ Xµζ (σ′, τ ′) ;

gαβ(σ, τ) −→ gζαβ (σ
′, τ ′) = e2ω(σ)

∂σγ

∂σ′a
∂σδ

∂σ′b gγδ(σ, τ).
(7.1.15)

We denote gauge equivalent field to (X, g) by
(
Xζ , gζ

)
. Note that the embedding does not

change under ζ. To choose a gauge slice is thus equivalent to choosing one metric ĝαβ on each

2one can prove this explicitly. See [16, Chapter ] for derivation.
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Figure 7.2: The box represents the space of all field configurations X . The blue curves
represent gauge equivalent field configuration while the red line represents gauge inequivalent
field configurations. It is called a gauge slice since it cuts through each gauge orbit exactly
once.

slice and removing the [Dg] with [Dζ] which is a measure on the gauge group. The choice
of metric ĝαβ on each gauge slice is called the fiducial metric. As discussed in Subsection
3.1.1, we can always choose ĝαβ = δαβ locally on each slice. For now we keep ĝαβ explicit.
This change of variable is only possible if there exists a measure on G. The variable change
incurs a Jacobian ∆−1

FP[g] defined

∆−1
FP[g] =

∫
[Dζ]δ

(
g − ĝζ

)
(7.1.16)

where δ(g− ĝζ) is a delta functional which sets g = ĝζ at every worldsheet point (σ, τ). The
measure [Dζ] is assumed to be gauge invariant, we will demonstrate this in Subection ??
below. Now to change coordinates in the path integral, we insert

1 = ∆−1
FP[g]

∫
[Dζ]δ

(
g − ĝζ

)
. (7.1.17)

The path integral is

Z[ĝ] =

∫
[DζDXDg]

VG
∆FP[g]δ

(
g − ĝζ

)
e−S[X,g]

=

∫ [
DζDXζ

]
VG

∆−1
FP

[
ĝζ
]
e−S[Xζ ,ĝζ]

(7.1.18)

where we performed the Dg integral and renamed the dummy variable X −→ Xζ . To
proceed, we need to prove the gauge invariance of ∆FP

[
gζ
]
.

Lemma 7.1.1. The Fadeev-Popov determinant ∆FP[g] is gauge invariant.
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Proof. We have

∆−1
FP

[
gζ
]
=

∫
[Dζ ′] δ

(
gζ − ĝζ

′
)

=

∫
[Dζ ′] δ

(
g − ĝζ

−1·ζ′
)

=

∫
[Dζ ′′] δ

(
g − ĝζ

′′
)

= ∆−1
FP[g]

(7.1.19)

where we changed variable from ζ ′ −→ ζ−1 · ζ ′ =: ζ ′′ and used the gauge invariance of the
measure [Dζ].

Now since [DX] is a gauge invariant measure and the action is gauge invariant, the path
integral becomes

Z[ĝ] =

∫
[Dζ][DX]

VG
∆FP[ĝ]e

−S[X,ĝ]

=

∫
[DX]∆FP[ĝ]e

−S[X,ĝ]

(7.1.20)

where the volume VG of the gauge group is canceled by the [Dζ] integral. Thus now it is
clear that ∆FP[ĝ] is the Jacobian for variable change.

Evaluating the Fadeev-Popov determinant: Ghosts

We want to evaluate the integral

∆−1
FP[ĝ] =

∫
[Dζ]δ

(
ĝ − ĝζ

)
. (7.1.21)

Since the gauge slice cuts the gauge orbits at exactly one point, δ
(
ĝ − ĝζ

)
is nonzero only

for ĝζ = ĝ. In particular, the gauge transformations ζ near identity are the ones which
contribute. So let us take an infinitesimal gauge transformation with Weyl transformation
parametrized by ω(σ) and reparametrization δσα = vα(σ). The metric changes as

δĝαβ = 2ω(σ)ĝαβ +∇αvβ +∇βvα (7.1.22)

where we used the fact that under reparametrization

δσα = vα(σ)

δĝαβ = Lvĝαβ = ∇αvβ +∇βvα,
(7.1.23)

where L⊑ denotes the Lie derivative in the direction of the vector field vα. Thus locally, we
have

∆−1
FP[ĝ] =

∫
[DωDv]δ (2ω(σ)ĝαβ +∇αvβ +∇βvα) (7.1.24)
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The delta functional can be written as

δ (2ω(σ)ĝαβ +∇αvβ +∇βvα)

=

∫
[Dβ] exp

(
2πi

∫
d2σ

√
gβαβ [2ω(σ)ĝαβ +∇αvβ +∇βvα]

)
.

(7.1.25)

where βαβ is a symmetric rank 2 tensor. Compare with

δ(x) ∼
∫
dp e2πipx. (7.1.26)

So the fp determinant becomes

∆−1
FP[ĝ] =

∫
[DωDvDβ] exp

(
2πi

∫
d2σ
√
ĝβαβ [2ω(σ)ĝαβ +∇αvβ +∇βvα]

)
. (7.1.27)

Performing the ω integral is simple. It gives∫
[Dω] exp

(
4πi

∫
d2σ
√
ĝβαβ ĝαβω(σ)

)
= δ

(
2

∫
d2σ
√
ĝβαβ ĝαβ

)
= δ

(
ĝαββ

αβ
) (7.1.28)

Thus the [Dω] integral forces βαβ to be traceless:

βαβ ĝαβ = 0. (7.1.29)

We take this as the definition of βαβ and then we have

∆−1
FP[ĝ] =

∫
[DvDβ] exp

(
2πi

∫
d2σ
√
ĝβαβ (∇αvβ +∇βvα)

)
.

=

∫
[DvDβ] exp

(
4πi

∫
d2σ
√
ĝβαβ∇αvβ

) (7.1.30)

where we used the fact that βαβ is symmetric. We now want to invert this to obtain ∆FP[ĝ].
The usual Fadeev-Popov procedure is to realise that the path integral gives the inverse
determinant of the differential operator ∇α which takes vectors to symmetric tensors. But
there is a problem now. The operator∇α is now not between vector spaces of same dimension
and hence determinant of ∇α is not defined. To remedy this, we do the following. We write

δgαβ = 2ω(σ)gαβ +∇αvβ +∇βvα −∇γv
γgαβ +∇γv

γgαβ

= 2(P1v)αβ + (2ω(σ) +∇γv
γ) gαβ

(7.1.31)

where

(P1v)αβ =
1

2
(∇αvβ +∇βvα −∇γv

γgαβ) . (7.1.32)
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Thus P1 now projects to the symmetric traceless part of∇αvβ. Repeating the above argument

∆−1
FP[ĝ] =

∫
[DvDβ] exp

(
4πi

∫
d2σ
√
ĝβαβ(Pv)αβ

)
(7.1.33)

Now since vα is 2 dimensional and (P1v)αβ is traceless, symmetric which means the dimension
of the (P1v)αβ space is 4− 2 = 2. Now recall the formula for the determinant of an operator
in terms of bosonic path integral:∫

[Dϕ1Dϕ2] exp

(
i

∫
ddx ϕ1(x)∆ϕ2(x)

)
= (det∆)−1. (7.1.34)

In general if the fields ϕi are defined on a Riemannian manifold with metric gµν then we
replace ddx by ddx

√
g. Another generalisation is replacing scalar fields by vector and tensor

field. That is precisely what we have. Thus we see that

∆−1
FP[ĝ] = (4π)−2(detP1)

−1. (7.1.35)

Thus
∆FP[ĝ] = (4π)2 detP1. (7.1.36)

Finally recall the formula for the determinant of an operator in terms of grassmannian path
integral:

det∆ =

∫
[Dψ1Dψ2] exp

(∫
ddxψ2(x)∆ψ1(x)

)
(7.1.37)

for grassmannian variables ψ1, ψ2. Thus we can replace βαβ and vα by fermionic fields bαβ

and cα to obtain the fp determinant:

∆FP[ĝ] =

∫
[DbDc] exp

(
− 1

2π

∫
d2σ
√
ĝ bαβ(P1c)αβ

)
=

∫
[DbDc] exp

(
− 1

2π

∫
d2σ
√
ĝ bαβ∇̂αcβ

) (7.1.38)

where we used the tracelessness of bαβ to remove the last term from (P1c)αβ . A hat over ∇
indicates that it is a covariant derivative in the metric ĝ. Writing

∆FP[ĝ] =

∫
[DbDc] exp (−Sg) (7.1.39)

where

Sg[b, c, ĝ] =
1

2π

∫
d2σ
√
ĝ bαβ∇̂αvβ (7.1.40)

is the ghost action and bαβ and cα are called Fadeev-Popov ghosts the partition becomes

Z[ĝ] =

∫
[DXDbDc] exp (−S[X, ĝ]− Sg[b, c, ĝ]) (7.1.41)
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where S[X, ĝ] is the total string action (7.1.12). We now choose the fiducial metric ĝαβ to
be in the conformal gauge:

ĝαβ = e2ω(σ)δαβ (7.1.42)

and the complex coordinates z = σ + iτ, z̄ = σ − iτ . We see that√
ĝ = e2ω, d2σ =

1

2
d2z,∇z = gzz̄∇z̄ = 2e−2ω∇z̄. (7.1.43)

The particular Christoffel connection we need is

Γz
z̄α = 0 for α = z, z̄. (7.1.44)

The ghost action is

Sg =
1

2π

∫
d2z

1

2
e2ω (bzz∇zcz + bz̄z̄∇z̄cz̄) , (7.1.45)

where we used the fact that bαβ is symmetric so that there is no bzz̄ or bz̄z components. Note
that we lowered the index on b and raised it on c. The reason will become apparent in a
moment. We can rewrite Sg as

Sg =
1

2π

∫
d2z (bzz∇z̄c

z + bz̄z̄∇zc
z̄)

=
1

2π

∫
d2z (bzz∂z̄c

z + bz̄z̄∂zc
z̄)

(7.1.46)

where we used Γz
z̄α = 0. So, we have ended up with an action which is Weyl invariant.

Note that bzz and cz (and the antiholomorphic counterparts) are neutral under Weyl trans-
fomation. But bzz and cz (and antiholomorphic counterparts) are not. The ghost theory
is thus a cft because we can cancel the factor due to a coordinate transformation by a
Weyl transformation. We have already met this cft earlier. It is a cft with central charge
c = −26.

Remark 7.1.2. For open strings, the worldsheet has a boundary and so the embeddings
Xµ are embeddings with boundary. We can take the worldsheet coordinates (σ, τ) to range
over a fixed subset of R2. In this case coordinate transformations must map the boundary
to itself. This means that vα satisfies

nαv
α = 0 (7.1.47)

where nα is the normal to the boundary. This translates to the condition nαc
α = 0 on the

ghost field. This also means that cα is proportional to the tangent vector tα. In the ghost
cft, we get a boundary term ∫

∂Σ

ds nαbαβδc
β. (7.1.48)

If we impose the boundary condition

nαbαβt
β = 0, (7.1.49)

the equations of motion remain unchanged since cα is proportional to tα. This is the boundary
condition we used previously.
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7.1.2 The Weyl anomaly

We fixed the gauge to get an expression for path integeral. But it still depends on the fiducial
metric ĝαβ. Also we had residual conformal symmetry after gauge fixing which we didn’t
bother about. The path integral must also be invariant under the residual gauge symmetry
for a physical theory. That is

Z[ĝζ ] = Z[ĝ] (7.1.50)

for ζ a conformal transformation. We also want the correlation functions to be gauge invari-
ant:

⟨· · · ⟩ĝ ≡
∫

[DXDbDc] exp(−S[X, ĝ]− Sg[b, c, ĝ]) · · ·

⟨· · · ⟩ĝζ = ⟨· · · ⟩ĝ.
(7.1.51)

We have already seen the there is an anomaly in the trace T α
α :

⟨T α
α ⟩g =

c

12
R, (7.1.52)

where R is the Ricci scalar for g and c is the central charge. Let us derive it by a different
route here. Under variation of metric

δ⟨· · · ⟩g = − 1

4π

∫
d2σ
√
g(σ)δgαβ

〈
Tαβ(σ) . . .

〉
, (7.1.53)

where

Tαβ(σ) =
4π√
g(σ)

δS

δgαβ
. (7.1.54)

Under a Weyl transformation, δgαβ = 2ω(σ)gαβ, so that

δW ⟨· · · ⟩g = − 1

4π

∫
d2σ
√
g(σ)2ω(σ) ⟨Tα

α(σ) · · · ⟩g (7.1.55)

Since we have preserved diffeomorphism and Poincaré, the trace must be invariant under
these. Also in flat background, the theory is conformally invariant. Thus we can only have

⟨Tα
α⟩ = a1R + a2, (7.1.56)

where a2 is a constant. This is an example of a counterterm. But we can add a term in the
action, analogous to a cosmological constant, of the form

Sct = − a2
4π

∫
d2σ

√
g. (7.1.57)

This term is not Weyl invariant and adds a constant −a2 in the trace of the stress tensor.
Thus we can assume that a2 is zero. More than two derivatives in the metric is not allowed
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in the trace because T has conformal dimension 2 and taking derivative increases conformal
dimension by 1. We now calculate a1. We have

⟨T z
z + T z̄

z̄ ⟩ = a1R

=⇒ ⟨gzz̄Tz̄z + gz̄zTzz̄⟩ = a1R

=⇒ ⟨Tzz̄⟩ =
a1
2
gzz̄R.

(7.1.58)

Taking covariant derivative gives (dropping ⟨· · · ⟩ )

∇z̄Tz̄z =
a1
2
∇z̄ (gzz̄R) =

a1
2
∂zR (7.1.59)

where we used the fact that ∇z̄gzz̄ = 0. By conservation of T

∇zTzz = −∇z̄Tz̄z =
a1
2
∂zR. (7.1.60)

We now compare the Weyl transformation of Lhs and Rhs. We know that under Weyl
transformation

gαβ −→ e2ωgαβ =: g′αβ, (7.1.61)

we have √
g′R′ =

√
g
(
R− 2∇2ω

)
. (7.1.62)

This implies (
1 + e2ω

)
R′ = R− 2∇2ω

=⇒ δWR = −2∇2ω.
(7.1.63)

We now expand around the flat metric, so that

∇2ω ≈ 4∂z∂z̄ω. (7.1.64)

Thus rhs of (7.1.60) transforms as
4a1∂

2
z∂z̄ω. (7.1.65)

Now, under a general conformal transformation (infinitesimal)

δxα = εα(z) (coordinate transformation)

2ω = ∂εz +
(
∂̄εz̄
)

(Weyl counteraction)
(7.1.66)

the conformal Ward identity gives

δTzz(z) = − c

12
∂3zε

z(z)− 2∂zε
zTzz − εz∂zTzz. (7.1.67)

The last two terms are the variation due to coordinate transformation. Thus

δWTzz = − c
6
∂2zω (7.1.68)
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where we used 2ω = ∂εz. Thus upto linear order in ω

δW∇2Tzz ≈ δW∂
zTzz

= 2δW∂zTzz

= − c
3
∂2z∂zω

Thus we get

a1 = − c

12
.

Critical dimension: In the worldsheet Cft of D bosonic fields Xµ, the central charge is
D. Addition of ghosts adds central charge −3(2 · 2− 1)2 + 1 = −26. So the Weyl anomaly
cancels only when

c = D − 26 = 0

which gives the critical dimension D = 26.

Weyl anomaly in boundary CFT

In presence of boundary, there are extra terms in the variation of ⟨· · · ⟩g. Let us start with

δW ln⟨· · · ⟩g =
1

⟨· · · ⟩g
δW ⟨· · · ⟩g

=
δS

δgαβ
δgαβ

= − 1

2π

∫
Σ

d2σ
√
g

[
ω(σ)Tα

α (σ) + ∂α

(
δL

∂ (∂αgβγ)
δgβγ

)]
= − 1

2π

∫
Σ

d2σ
√
gω(σ) (a1R + a2)−

1

2π

∫
∂Σ

ds
δL

∂ (∂αgβr)
ω(s)gβγ

where L is the Lagrangian given as

L = ∂αX
µ∂αXµ +R + ∂αk

where k = −tanb∇at
b is the geodesic curvature on boundary. One can then show that

δW ln⟨· · · ⟩g = − 1

2π

∫
Σ

d2σ
√
gω(σ) (a1R + a2)−

1

2π

∫
∂Σ

ds (a3 + a4k + a5n
a∂a)ω(s).

We can add a counterterm of the form

Sct =

∫
Σ

d2σ
√
gb1 +

∫
∂Σ

ds (b2 + b3k) .

One can check that

δWSct = 2

∫
Σ

d2σ
√
gb1ω(σ) +

∫
∂Σ

ds (b2 + b3n
a∇a)ω(σ).
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Thus choosing b1, b2, b3 appropriately, we can set a2, a3, a5 = 0. To fix a4, we use the fact
that consecutive Weyl variations must commute. This is called theWess-Zumino consistency
condition. We have

δW1 (δW2 ln⟨· · · ⟩g) =
a1
π

∫
Σ

d2σ
√
gω2(σ)∇2ω1(σ)−

a4
2π

∫
∂Σ

ds ω2n
a∂aω1

= −a1
π

∫
Σ

d2σ
√
g∂aω2(σ)∂

aω1 −
2a1 − a4

2π

∫
∂Σ

ds ω2n
a∂aω1

The first term is symmetric under ω1 ↔ ω2 but the boundary term is not. Thus we must
have

a4 = 2a1.

So even in open string Cft, we do not get new Weyl anomalies.

The Wess-Zumino consistency condition also shows that the central charge has to be a
constant, which we have already seen in Theorem 5.7.16.

7.2 The String S-matrix

In the previous sections, we described how to consistently define the gauge fixed string path
integral. We now want to formulate the scattering amplitude of string states. We will not
be bothered about calculating path integrals in this section, so we will use the original string
path integral (??) to describe the notion of string amplitudes. Let us start with the string
action: where

S[X, g] = SP[X, g] + λχ (7.2.1)

where

χ =
1

4π

∫
Σ

dσdτ
√
gR +

1

2π

∫
∂Σ

ds k (7.2.2)

and λ is some coupling constant. To start talking about scattering amplitude, we must first
find out how strings interact.

7.2.1 String interactions and sum over woldsheet topologies

What are the ways strings can interact? A noninteracting open/closed string can be repre-
sented by a worldsheet with topology of a sheet/cylinder as shown in Figure ?? below. Two
strings might join to form one string and so on. See Figure ?? for some possibilities. But is
it possible to add interactions terms in the Polyakov action to introduce these interactions?
It turns out that it is not possible to do it so that the symmetries are preserved. What is
the way out?

Notice that the worldsheets in the interactions in Figure ?? have different topology. So a
possible way to introduce interactions in the theory is to introduce a new data in the path
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integral: sum over worldsheet topologies. So we define

Zstring ≡
∑

topologies
on Σ

∫
[DXΣDgΣ]

VG
e−SΣ[X

Σ,gΣ], (7.2.3)

where we have emphasized that XΣ : Σ −→ RD is an embedding of the worldsheet, gΣ is the
metric on the worldsheet and the action depends on the worldsheet in the sense that it is an
integral over the worldsheet. Sum over topologies also gives us the perturbative expansion
of the string S-matrix as we now describe. The term λχ in the action is topological and only
depends on the topology of the worldsheet. Thus we can write

Zstring =
∑

topologies
on Σ

e−λχ(Σ)

∫
[DXDg]
VG

e−SP . (7.2.4)

Thus different topologies are weighted by eλ. Now in going from Figure ?? to Figure ??,
we have added an extra strip. The Euler characteristic of the strip is 1 using the famous
formula χ = V − E + F where V,E, F denote the number of vertices, edges and faces
respectively. Adding an extra strip thus decreases the Euler characteristic by 1 since there is
an extra circular edge. This corresponds to an extra factor of eλ and hence the corresponding
amplitude is eλ/2. Similarly for closed string adding a handle increases the genus by 1 and
decreases χ = 2 − 2g, where g is the genus – the number of holes in the worldsheet, by
2, so that the amplitude for emitting and reabsorbing a virtual closed string is eλ. Thus
perturbative expansion is defined by expansion in

g2o ∼ gc ∼ eλ. (7.2.5)

We will show later that λ is not a free parameter.

Clasification of string theories based on interactions

Another important information that we get from the possible string interactions is a classi-
fication of possible string theories: based on the topologies of worldsheet we include in the
sum there are four different string theories:

1. Closed oriented:

String amplitudes

Now that we know the interactions of strings, let us discuss how to define the amplitude for
a given process. Consider two closed strings interaction as shown in Figure ?? below. Before
we attempt to do make any definition, let us recall how this is defined in field theory. In
field theory we calculate correlation functions ⟨ϕ1 (x1) . . . ϕn (xn)⟩. It is easier to calculate
the Fourier transform of this - the momentum space correlation functions. The special thing
about momentum space correlation functions is that the external legs can have arbitrary
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momenta i.e. they can be offshell. The Lsz reduction formula then gives the scattering
amplitude.

Can we compute offshell string amplitudes? The current answer is - it does not make sense.
To see this recall that the correlators of only gauge invariant operators make sense in a
gauge theory. Now if we have gravity in the theory, diffeomorphism is a gauge symmetry
and hence the coordinates of operators are not well defined. There are no local offshell gauge
invariant observable in a theory of quantum gravity. Now in string theory, we will see that
Weyl invariance of the amplitude will set the external string states on-shell which in position
space turns into a statement that we cannot fix the position of external fields. To see this
note that if we want to fix the position of external field to X0, then we need to insert a delta
function

δD (X(σ)−X0) =

∫
dDk

(2π)D
eik·(X(σ)−X0) (7.2.6)

which involves all momentas inconsistent with Weyl invariance, since Weyl invariance as
noted above and shown below fixes the external string state onshell. This also means that
we may not be able to compute string scattering amplitudes at finite times. So we, for now,
focus on string S-matrix defined to be string amplitude where the external string states are
taken to X0 = ±∞. The external legs are represented by cylinders which can be described
by a complex coordinate w with Re(w) going around the cylinder and −2πt ≤ Im(w) ≤ 0.
Re(w) is periodic and we have have a string state and the scattering process would mean
t→ ±∞. It will turn out that this limit is equivalent to X0 → ±∞. The end Im(w) = 0 is
the end on the world sheet. Now we can map the cylinder to a disk via the conformal map

z = e−iw, e−2πt ≤ |z| ≤ 1 (7.2.7)

and the circular end at Im(w) = −2πt maps to a circle of radius e−2πt. Thus under this
map the worldsheet maps to a sphere with small circular holes at external states. When
we take t → ±∞, these holes shrink to points. Thus the worldsheet reduces to sphere with
punctures at external states. Similarly for open string, the long strips...

To write the amplitude as path integral we need to specify the external string states. Here the
state operator correspondence comes to our rescue: the states at the punctures/dents can be
represented by local operators, that is, the vertex operators Vj(k) where j defines the internal
state and kµ is the spacetime momenta. Incoming and outgoing states are distinguished by
sign k0; incoming state has kµ = (E, k⃗) and outgoing states have kµ = −(E, k⃗). We can
restrict our attention to compact topologies indicating localised string interactions. Thus we
see that an n-particle string S-matrix element must be defined as

Sj1 . . . jn (k1, · · · , kn) =
∑

compact
topologies

∫
[DXDg]
VG

e−SP−λχ

n∏
i=1

∫
d2σi

√
g (σi)Vji (ki,σi) (7.2.8)

A few comments are in order about this definition:
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Remark 7.2.1.

1. In a typical term in the sum over topologies, the path integral over X results in the
correlation function of the product of vertex operators in the cft on the given topology.
For example, at tree level, the closed string S-matrix would involve the correlation
function of the vertex operators representing external string states on the sphere S2.
We will develop methods to calculate these correlation functions in subsequent sections.

2. The vertex operators have been integrated over the whole worldsheet to make the
S-matrix Diff-invariant.

3. Depending on the type of string theory we are doing calculations in, the sum over
topologies can include unoriented worldsheets and/or worldsheets with boundary.

4. In general, one may also include disconnected topologies which would physically mean
two or more widely separated sets of particles scattering independent. But we will
focus on connected topologies.

Let us now discuss how to sum over topologies. We have to sum over all topologies. The
classification of all 2d topologies is well known: oriented 2d manifolds without boundary is
classified by the Euler characteristic

χ = 2− 2g, (7.2.9)

where g is the genus of the surface i.e. the number of holes or handles. If we include
unoriented surfaces with boundaries, then we also have to specify the number of bound-
ary components b and number of crosscaps c to classify 2d topological spaces. The Euler
characteristics is then given by

χ = 2− 2g − b− c. (7.2.10)

Some examples are shown in Figure ??. A boundary component is introduced in the surface
by cutting out a disk. For example, a sphere with one boundary is a disk, with two boundaries
is an annulus and with three boundaries is a pair of pants. Crosscap is a protype of an
unoriented surface...

7.2.2 Vertex Operators

The most important ingredients in the string S-matrix are the vertex operator insertions
which represent asymptotic string states. To make the string S-matrix well-defined, these
vertex operators must be Diff ⋉ Weyl invariant. We want to find out the constraints for
the vertex operators to be Diff ⋉ Weyl invariant for general topology of the worldsheet.
As already announced before, the constraint turns out to be that the asymptotic states be
onshell.
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Vertex operators on flat worldsheet

Let us start with the tachyon vertex operator:

V0 = 2gc

∫
d2σ

√
g eik·X .

where we introduced a coupling gc which will turn out to be related to the dilaton. On flat
worldsheet, this becomes

V0 = gc

∫
d2z ⦂ eik·X ⦂ .

This must be Diff ⋉ Weyl invariant and in particular conformally invariant, d2z has con-
formal dimensions (h, h̄) ≡ (−1,−1). Thus eik·X must have conformal dimensions (h, h̄) =
(1, 1). By our calculation in Corollary ??, we get

α′k2

4
= 1. (7.2.11)

Onshell, this gives

m2 = −k2 = − 4

α′ .

This is exactly what we got in lightcone quantisation. The first excited state vertex operator
on flat worldsheet is given by

V1(k) =
2gc
α′

∫
d2z ⦂ ∂Xµ∂̄Xνeik·X⦂

The conformal weights of ⦂∂Xµ∂̄Xνeik·X⦂ is

h = h̄ = 1 +
α′k2

4
.

Conformal invariance onshell then implies

m2 = 0,

again agreeing with the lightcone quantisation result. The goal is now to do the same on
curved worlolsheets. As we will see, this will give us more constraints.

Vertex operators on curved worldsheet

The expression for vertex operator in for curved background is only schematic since we
did not explicitly derive it from the state-operator correspondence. Note that the tachyon
vertex operator on flat background is just the integral of normal ordered eik·X . So if we can
generalize the normal ordering to curved background, the we can define the vertex operator.
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The appropriate generalisation is to generalize the normal ordering defined in. To this, define
the renormalised operator

[F ]r := exp

(
1

2

∫
d2σd2σ′∆(σ, σ′)

δ

δXµ(σ)

δ

δXµ (σ′)

)
F . (7.2.12)

where

∆ (σ, σ′) =
α′

2
ln d2 (σ, σ′) (7.2.13)

and d (σ, σ′) is the geodesic distance 3 between σ, σ′. For the flat worldsheet,

d2 (σ, σ′) = |z − z′|2 (7.2.14)

and the renormalised operator is simply the normal ordered operator This is consistent with
the tachyon vertex operator on flat background. As in normal ordering, in renormalised
operator, we sum over all ways of contracting pairs of fields in F i.e. replace the pair by
∆ (σ, σ′). Note that ∆ (σ, σ′) has singularity as σ → σ′. This singularity cancels singularity
from self-contractions. We can now use this renormalised operator to defined renormalised
vertex operator. For example, the tachyon vertex operator on curved worldsheet is defined
as

V0 = 2gc

∫
d2σ

√
g
[
eik·X

]
r
. (7.2.15)

The next vertex operator that can be constructed using derivatives of X in a Diff-invariant
way is

V1 =
gc
α

∫
d2σ

√
g
{(
gαβsµν + iϵαβaµν

) [
∂αX

µ∂βX
νeik·X

]
r
+ ϕR

[
eik·X

]
r

}
(7.2.16)

where R is the Ricci scalar of the worlsheet, sµν , aµν , ϕ are a constant symmetric matrix, a
constant antisymmetric matrix and a constant scalar, ϵαβ is an antisymmetric tensor satis-
fying

√
gϵ12 = 1. The factor of i in front of ϵαβ is because ∂αX

µ∂βX
ν contains exactly one

time derivative when contracted with ϵαβ in the Minkowski signature. So when we continue
to Euclidean signature, we put a factor of i. We now want to check if renormalised vertex
operator defined using above rule is Diff × Weyl invariant. Diff-invariance of obvious since
the vertex operators are integrated over the worldsheet. To check Weyl variation we use the
identity

δW[F ]r = [δWF ]r +
1

2

∫
d2σd2σ′δW∆(σ′σ′)

δ

δXµ(σ)

δ

δXµ (σ′)
[F ]r. (7.2.17)

This is easily derivable using product rule. Let us calculate the Weyl variation of V0. We
have where we used δWgαβ = 2δωgαβ. and δWe

ik·X = 0. Now, when σ and σ′ are “close” we
have

d2 (σ, σ′) ≈ (σ − σ′)
2
exp(2ω(σ)). (7.2.18)

3Recall that the geodesic distance between two point is the length of the geodesic joining the two points
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Thus

∆ (σ, σ′) ≈ α′ω(σ) +
α′

2
ln (σ − σ′)

2
(7.2.19)

so that

δW∆(σ, σ) ≈ α′δω(σ). (7.2.20)

We then have

δWV0 =2gc

∫
d2σδW

√
g
[
eik·X(σ)

]
r

=2gc

∫
d2σ

{
1

2
g−1/2ggab2δωgab

[
eik·X(σ)

]
r
+
√
g
[
δWe

ik·X(σ)
]
r

+
1

2

√
g

∫
d2σ′d2σ′′δW∆(σ′, σ′′)

δ

δXµ (σ′)

δ

δXµ (σ′′)

[
eik·X(σ)

]
r

}
=2gc

∫
d2σ

{√
g2δω

[
eik·X(σ)

]
r

+
1

2

√
g

∫
d2σ′d2σ′′δW∆(σ′, σ”)

(
−k2

)
δ2 (σ − σ′) δ2 (σ − σ′′)

[
eik·X(σ)

]
r

}
=2gc

∫
d2σ

{
√
g2δω

[
eik·X(σ)

]
r
− k2

2

√
gδW∆(σ, σ)

[
eik·X(σ)

]
r

}
=2gc

∫
d2σ

√
g

(
2δω − k2

2
δW∆(σ, σ)

)[
eik·X(σ)

]
r

(7.2.21)

Thus δWV0 = 0 if and only if

k2 =
4

α′ (7.2.22)

which is same as the constraint that we obtained for the flat worldsheet. We will work out
the conditions that Weyl invariance imposes on the vertex operator V1.

Theorem 7.2.2. The Weyl variation of V1 is given by

δWV1 =
gc
2

∫
d2σ

√
gδω

{(
gαβSµν + iϵαβAµν

) [
∂αX

µ∂βX
νeik·X

]
r
+ ϕRF

[
eik·X

]
r

}
(7.2.23)

where
Sµν = −k2sµν + kνk

ρsµρ + kµk
ρsνρ − (1 + γ)kµkνs

ρ
ρ + 4kµkνϕ,

Aµν = −k2aµν + kνk
ρaµρ − kµk

ρaνρ,

F = (γ − 1)k2ϕ+
1

2
γkµkνsµν −

1

4
γ(1 + γ)k2sρρ,

(7.2.24)

where γ = −2
3
.

Proof.
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Thus δWV1 = 0 implies
Sµν = Aµν = F = 0 (7.2.25)

since these constants appear as coefficients of linearly independent operators. We should
note that this vertex operators are not all independent for general sµν , aµν and ϕ relation

[
∇2Xµeik·X

]
r
= i

α′γ

4
kµR

[
eik·X

]
r
, γ = −2

3
(7.2.26)

implies equivalences between these constants. The relation is not easy to derive - we do not
include proof of this but refer to [6, Section 2] for some details used in the proof.

Proposition 7.2.3. The vertex operator V1 is invariant under

sµν −→ sµν + ξµkν + kµξν ,

aµν −→ aµν + ξµkν − kµξν ,

ϕ −→ ϕ+
γ

2
k · ξ,

(7.2.27)

where γ = −2
3
.

Proof.

To see what conditions Weyl invariance puts, we need to consider independent vertex op-
erators by taking into account the equivalences in Proposition 7.2.3. To remove the extra
degrees of freedom from sµν , aµν , we fix a ξ and ζ as follows: for each k choose a null vector
nµ satisfying n · k = 1, then restrict to sµν , aµν satisfying

nµsµν = 0, ηµaµν = 0. (7.2.28)

This fixes ξµ and ξµ freedom since

nµs′µν = nµ (sµν + kµξν + kνξµ) = 0

=⇒ ξν = −(n · ξ)kν
(7.2.29)

and similarly ζµ = (n·ζ)kµ. We now solve (7.2.25). Since Sµν = 0 we must have Sµνn
µnν = 0.

This implies, using the expression (7.2.23) that

ϕ =
1 + γ

4
sµµ. (7.2.30)

This fixes the constant ϕ. Next Sµνn
µ = 0 in

kµSµν = 0. (7.2.31)

Next Aµνη
µ = 0 (holds because Aµν = 0 ) implies

kµaµν = 0. (7.2.32)
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Finally Sµν = 0 implies
k2 = 0. (7.2.33)

In total, the Weyl invariance of the vertex operator implies

k2 = 0

kµsµν = 0, kµaµν = 0

ϕ =
1 + γ

4
sµµ.

(7.2.34)

The first condition is the mass-shell condition – this vertex operator corresponds to the
massless state. The second condition says that the polarization of the fields sµν , aµν be
transverse to the momenta – this is the expected condition for a physical massless gauge
symmetry emerging from worlsheet gauge symmetry. The vectors ξµ, ζµ parametrize the
gauge transformations of the tensor fields sµν , aµν respectively.

Open string vertex operators

7.2.3 Calculating the path integral

In this section, we start with a systematic discussion of how to calculate the string S-matrix.
Recall that the string S-matrix with n asymptotic states was defined to be

Sj1,j2...jn (k1, . . . , kn) =
∑

compact
topologies

∫
[DϕDg]

VG
exp (−Sm − λχ)

×
n∏

i=1

∫
d2σi

√
g (σi)Vji (ki, σi)

(7.2.35)

where Sm is a general c = c̄ = 26 matter cft with fields ϕ, χ is the Euler characteristic
of the worldsheet, Vji are the vertex operators corresponding to external asymptotic states
ji. To calculate this path integral we would like to identify a gauge slice. Locally, we did
this by fixing the metric in our discussion of Fadeev-Popov ghosts but globally, this does not
account for the complete gauge fixing as we will see. Let us start with the point particle
example.

Point particle:

The point particle partition function is

Z =

∫
[DeDX] exp

[
−1

2

∫
dτ
(
e−1ẊµẊµ + em2

)]
. (7.2.36)

Consider the topology of a circle so that x maps onto a closed loop in spacetime. The
parameter τ can be taken to be 0 ≤ τ ≤ 1 with ends identified. Xµ(τ) and the einbein e(τ)
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are both periodic on 0 ≤ τ ≤ 1. Now suppose we fix the gauge to be e′ = 1. The gauge
transformation corresponding to this gauge choice satisfies

e′ (τ ′) = e(τ)
∂τ ′

∂τ
(7.2.37)

wh̄ıch implies

τ ′(τ) =

∫ τ

0

dτ̃ e(τ̃) (7.2.38)

where we assumed that τ ′(0) = 0. But now τ ′(1) ̸= 1. Infact

τ ′(1) =

∫ t

0

e(t)dτ = ℓ (7.2.39)

where ℓ is the length of the circle. So the coordinate region of τ is not preserved. This means
that gauge fixing can be done by a one parameter family of diffeomorphisms parametrized
by ℓ. Suppose we want to preserve the coordinate region 0 ≤ τ ≤ 1. Then we have∫ 1

0

e′ (τ ′) dτ ′ =

∫ 1

0

e(τ)dτ. (7.2.40)

Thus if we want to fix e′ to a constant value, then it is constrained to be e′ = ℓ. This means
that not all einbeins on the circle are diff-equivalent. This is intuitively clear – diffeomorphism
transformation cannot change the length of the circle. They are parametrized by ℓ. So we
see that there are two choices for gauge fixing:

• e′ = 1, 0 ≤ τ ′ ≤ ℓ, ℓ ∈ R+

• e′ = ℓ, 0 ≤ τ ′ ≤ 1, ℓ ∈ R+.

Thus the path integral turns into an ordinary integral over ℓ.

Definition 7.2.4. The space of gauge-inequivalent field configurations for a fixed topology
is called the moduli space of fields.

Now note that the gauge choice e = ℓ is preserved under translation

τ −→ τ + v(mod 1). (7.2.41)

The corresponds to choosing a point on the circle with τ = 0. Thus in either of the gauge
fixing, there is some residual gauge symmetry which is not fixed by this gauge choice. This
residual gauge group is called the conformal Killing group (ckg) and the generators of this
group are called conformal Killing vectors (ckv). Thus to calculate amplitudes, we need to
identify the moduli space and the ckg.

Let us now turn to the string S-matrix. As we saw, string S-matrix involves sum over
topologies of the worldsheets which provides perturbative expansion of the scattering ampli-
tude. Let us start discussing the moduli space and ckg for some initial topologies of string
wolrdsheet.
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Figure 7.3: The sphere constructed from two disks. The north and south poles are the
centers of the two disks.

Positive Euler characteristics

There are only three Riemann surfaces with positive Euler characteristics – the sphere S2,
the disk D and the real projective plane RP2.

The sphere: This topology corresponds to the tree level closed oriented string. The path
integral for the amplitude over metrics and spacetime embeddings on the Riemann sphere is
then given by

Sj1j2...jn (k1, . . . , kn) = e−2λ

∫
[DϕDg]
VG

exp (−Sm)
n∏

i=1

∫
S2

d2σi
√
g (σi)Vji (ki, σi) (7.2.42)

since χ = 2 for S2. To perform the inner integral over S2, we need to construct coordinate
patches on the sphere. The sphere can be obtained from the complex plane C by one-point
compactification. That is by adding a point at infinity to the complex plane: Ĉ := C∪{∞}.
It can be covered by two patches. To describe it choose a real number ρ > 1 and consider
disks |z| < ρ, |u| < ρ. Join them by identifying points such that

u = 1/z (7.2.43)

The two coordinates u, z covers the upper and lower part of the sphere as shown is Figure
?? below. The overlapping region satisfies (7.2.43). Thus the transition maps are u−1 ◦ z =
z−1 ◦ u = 1 which is trivially holomorphic. Any metric on S2 can be mapped to a metric
on the plane using the stereographic projection and as we have already seen, we can always
make a metric on the plane flat using a gauge transformation from G. Thus the general
conformal metric on S2 is

ds2 = exp(2ω(z, z̄))dzdz̄, (7.2.44)
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for some function ω. In the u patch, the metric transforms as

guū =
∂z

∂u

∂z̄

∂ū
gzz̄

=
1

|u|4
exp(2ω(z, z̄))

= |z|4 exp(2ω(z, z̄)).

(7.2.45)

Thus guū is nonsingular at u = 0 (corresponds to z → ∞ ) if

lim
z→∞

|z|4| exp(ω(z, z̄))| <∞. (7.2.46)

Thus any ω(z, z̄) satisfying (7.2.46) defines a metric on S2. The round metric on S2 of radius
r and Ricci scalar curvature R = 2/r2 is

ds2 =
4r2

(1 + zz̄)2
dzdz̄ =

4r2

(1 + uū)2
dudū. (7.2.47)

We now look at the ckg. As we already discussed in Subsection 5.3.3, the conformal trans-
formations on the sphere generated by the Witt algebra

ln = zn+1 ∂

∂z
{ln, lm} = (m+ n)lm+n.

(7.2.48)

We also saw that not all of these generators are globally defined. Indeed only l0, l±1 is globally
defined which generates the global conformal killing group

PSL(2,C) ∼= SL(2,C)/Z2. (7.2.49)

Thus the for ckg is PSL(2,C) and to calculate the tree level amplitude we need to integrate
over PSL (2,C).

Real projective plane: This topology corresponds to the unoriented closed string tree
level amplitude. To see this, note that the real projective plane RP2 can be obtained from
the sphere by identifying antipodal points: identify points z, z′ related by

z′ = −1/z̄. (7.2.50)

Since there are no fixed points under this identification, there is no boundary of this manifold
but it is unoriented. There is again no moduli for this space and the ckg is the subgroup
of PSL (2,C) which respects (7.2.50). Indeed, that subgroup consists of matrices ( a b

c d ) ∈
SL(2,C) such that

az′ + b

cz′ + d
= − 1

āz̄+b̄
c̄z̄+d̄

=⇒ −a+ bz̄

−c+ dz̄
= − c̄z̄ + d̄

āz̄ + b̄
.

(7.2.51)
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One can show that the only solution to this is a = d̄, c = −b̄ with |a|2 + |b|2 = 1. This
subgroup is precisely SU(2). Modding out by Z2, we obtain SO(3) ∼= SU(2)/Z2.

The disk: This topology corresponds to the open string tree level amplitude. The open
disk D is conformally equivalent to the upper half plane under the map

q : H −→ D
τ 7−→ e2πiτ .

(7.2.52)

Moreover the ckg for H is PSL(2,R) since one needs to preserve the boundary of H. Thus
we need to integrate over PSL(2,R) to get open string n-point tree level amplitude.

Zero Euler characteristic

Let us start with coordinates σ1, σ2 in the region

0 ≤ σ1 ≤ 2π, 0 ⩽ σ2 ≤ 2π. (7.2.53)

The fields Xµ (σ1, σ2) and gαβ(σ
1, σ2) are periodic in both directions. The torus is described

by the identification (
σ1, σ2

)
≡
(
σ1, σ2

)
+ 2π(m,n); m,n ∈ Z. (7.2.54)

Theorem 7.2.5. Let gαβ be a metric on the torus described by the coordinates σ1, σ2 ∈ [0, 2π]
with (σ1, σ2) ≡ (σ1, σ2) + 2πZ2. Then there exist coordinates σ̃1, σ̃2 ∈ [0, 2π] satisfying
(σ̃1, σ̃2) ≡ (σ̃1, σ̃2) + 2πZ2 such that

ds2 =
∣∣dσ̃1 + τdσ̃2

∣∣2 (7.2.55)

with a complex constant τ .

Proof. We first make the torus flat using a Weyl transformation as described in Remark
3.1.1. The flat torus can be described in complex coordinates as a parallelogram spanned by
1 and some τ ∈ C\R with the identification

z ∼= z + 2πm,

z ∼= z + 2πnτ ; z = a+ bτ ∈ R+ Rτ,m, n ∈ Z.
(7.2.56)

Clearly on the parallelogram, the metric can be written as dzdz̄. Taking coordinates on the
torus to be σ̃1, σ̃2 such that z = σ̃1 + τ σ̃2 we see that dzdz̄ takes the desired form.

This theorem implies that the moduli space of gauge inequivalent metrics is parametrized
by a complex parameter τ . Observe that the metric (7.2.55) is invariant under τ → τ̄ . Thus
we can restrict to Im(τ) > 0. Hence the moduli space is parametrized by τ ∈ H := {τ =
x+ iy ∈ C : y > 0}. The parameter τ is called the Teichmüler parameter or modulus. There
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are further identifications. Replacing τ by τ +1 and τ by − 1
τ
gives the same torus since this

only modifies the identifications of points on R + Rτ by changing (m,n) → (m− n, n) and
(m,n) → (n,−m) respectively. These two transformations

T : τ −→ τ + 1

S : τ −→ −1

τ

(7.2.57)

generate the modular group PSL(2,Z) := SL(2,Z)/Z2. Thus the moduli space of metrics on
the torus can be identified with H/PSL(2,Z) which is the fundamental domain of H defined
below:

Definition 7.2.6. If Γ is a subgroup of SL(2,Z) and F ⊂ H is a closed set with connected
interior, we say that F is a fundamental domain for Γ (or Γ\H ) if

(i) any z ∈ H is Γ-equivalent to a point in F ;

(ii) no two interior points of F are Γ-equivalent;

(iii) the boundary of F is a finite union of smooth curves.

As an example let Γ∞ be the subgroup of SL(2,Z) given by

Γ∞ =

{(
1 n
0 1

)
: n ∈ Z

}
. (7.2.58)

A fundamental domain for Γ∞\H is given by

F =

{
z ∈ H : −1

2
≤ Re(z) ≤ 1

2

}
(7.2.59)

Theorem 7.2.7. Let

F =

{
z ∈ H : |Re(z)| ≤ 1

2
, |z| ≥ 1

}
(7.2.60)

Then F is a fundamental domain for the action of SL(2,Z) on H.

Proof. See Theorem 3.2.2 of [11]
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Figure 7.4: Fundamental domain for SL(2,Z)

The modular group SL(2,Z) acts on H as

τ 7−→ aτ + b

cτ + d
,

(
a b
c d

)
∈ SL(2,Z). (7.2.61)

To integrate over F , we need an SL(2,Z) invariant measure.

Theorem 7.2.8. The measure

dµ =
d2τ

Im(τ)2

is SL(2,R) invariant.

Proof. Under SL(2,R),

τ → τ ′ =
aτ + b

cτ + d
,

(
a b
c d

)
∈ SL(2,R).

Then

dτ ′ =
dτ ′

dτ
dτ =

1

(cτ + d)2
dτ.
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Thus

dτ ′dτ̄ ′ =
1

|cτ + d|4
dτdτ̄ .

It is easy to check that

Im (τ ′) =
Im τ

|cτ + d|2

Thus
d2τ ′

(Im τ ′)2
=

d2τ

(Im τ)2
.

In general, it is not possible to bring this metric to unit form such that the new coordinates
also satisfy the periodicity condition (7.2.54). Suppose under a coordinate transformation
to σ̃α, the metric reduces to δαβ. Then in general

σ̃α ∼= σ̃α + 2π (muα + nvα) (7.2.62)

where uα and vα are general translations. By rotating and rescaling the coordinate system,
we can take u = (1, 0) which leaves us with two real parameters v1, v2. If we redefine
z = σ̃1 + iσ̃2, the metric is dzdz̄ and the periodicity is

z ∼= z + 2π(m+ nτ)

where τ = v1+ iv2. Thus the torus is a parallelogram in the z-plane with periodic boundary
condition. The moduli space is again parametrized by two real parameters v1, v2.

We now look at ckg. The rigid translations

σα → σα + vα

where vα ∈ R2 leaves the metric and periodicity invariant. Thus this 2 parameter subgroup
isomorphic to R2 is not fixed. Moreover the discrete transformations σα −→ −σα and
(σ1, σ2) −→ (−σ1, σ2) with τ → −τ̄ in the unoriented case are also part of ckg.

7.2.4 Moduli space of higher genus surface

As already discussed, the topology of a 2d surface is classified by the Euler characteristic. In
case the surface is oriented and closed, the genus classifies the surfaces. Let Gg be the space
of all metrics on a 2d surface with topology g. The moduli space is then

Mg =
Gg

(Diff⋉Weyl)g
. (7.2.63)

Then there are the residual symmetries, the ckg. If there are vertex operators in the path
integeral, then one way to fix the ckg is to specify the coordinate of the vertex operators.
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For example, for torus, the R2 ckg can be fixed by fixing the position of one of the vertex
operators. Additionally the Z2 from σα −→ −σα can be fixed by restricting another vertex
operator to half the torus. In general if there are n vertex operator positions over the
worldsheet Σ then the moduli space at topology g is

Mg,n =
Gg × Σn

(Diff⋉Weyl)g
. (7.2.64)

This space is called the moduli space of metrics. We now want to find the dimension of Mg,n

so we construct a local model of Mg,n, that is, its tangent space at some gαβ. To do this we
look at the infinitesimal variations δ′gαβ of the metric orhtogonal to the variation δgαβ along
the gauge orbit (see Figure 7.5 below).

Figure 7.5: Gauge inequivalent infinitesimal variations of the metric

Recall that an infinitesimal Diff⋉Weyl variation δgαβ of the metric is given by

δgab = −2 (P1δσ)αβ + (2δω −∇ · δσ) gαβ (7.2.65)

so that we have ∫
d2σ

√
gδ′gαβ

[
−2 (P1δσ)αβ + (2δω −∇ · δσ)gαβ

]
= 0 (7.2.66)

Note that we are using the inner product on tensors given by

⟨Tα1···αn , Rβ1···βn⟩ =
∫
d2σ

√
gTα1···αnRα1···αn . (7.2.67)

To proceed further, we will need some results about the operator P1. Recall that P1 acts on
vectors and gives traceless symmetric rank 2 tensors:

(P1v)αβ =
1

2
(∇αvβ +∇βvα − gαβ∇γv

γ) . (7.2.68)
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Indeed, we can define a more general operator Pn which maps traceless symmetric n-tensor
to traceless symmetric (n+1)-tensor: let vα1···αn be a traceless symmetric tensor. Define Pn

by

(Pnv)α1···αn+1
≡ ∇(α1 vα2···αn+1) −

n

n+ 1
g(α1α2∇|β|v

β
α3···αn+1), (7.2.69)

where () indicates the symmetrization of the indices and |β| indicates that the index β is
not included in the symmetrization. This tensor is symmetric by construction. Contracting
with gα1α2 , the first term becomes

gα1α2∇(α1 vα2···αn+1) = gα1α2
1

n+ 1

[
∇α1v(α2···αn+1) +∇α2v(α1α3···αn+1) +

∑
i ̸=1,2

∇αi
v(α1···αn+1)

]

=
2

n+ 1
∇βv

β
α3···αn+1 ,

where we have used the symmetry and tracelessness of v. The second similarly becomes

gα1α2g(α1α2∇|β|v
β
α3···αn+1) =

2

n(n+ 1)
gα1α2gα1α2∇βv

β
α3···αn+1 +

2(n− 1)

n(n+ 1)
gα1α2gα1α3∇βv

β
α2α4···αn+1

=
2

n
∇βv

β
α3···αn+1 .

Formally, we can define the transpose of Pn using the inner product (7.2.67):

⟨u, Pnv⟩ = ⟨P T
n u, v⟩. (7.2.70)

We claim that for uα1···αn+1 a traceless symmetric tensor, define P T
n by(

P T
n u
)
α1···αn

≡ −∇βu
β
α1···αn . (7.2.71)

This inherits the symmetry and tracelessness of u.

⟨u, Pnv⟩ =
∫
d2σ

√
guα1···αn+1 (Pnv)α1···αn+1

=

∫
d2σ

√
guα1···αn+1

(
∇α1vα2···αn+1 −

n

n+ 1
gα1α2∇βv

β
α3···αn+1

)
= −

∫
d2σ

√
g∇α1u

α1···αn+1vα2···αn+1

= −
∫
d2σ

√
g∇α1u

α1···αn+1vα2···αn+1

=

∫
d2σ

√
g
(
P T
n u
)α2···αn+1

vα2···αn+1

= ⟨P T
n u, v⟩.

Returing back to (7.2.66), we have from orthogonality∫
d2σ

√
g
(
−2
(
P T
1 δ

′g
)
α
δσα + δ′gαβg

αβ(2δω −∇ · δσ)
)
= 0 (7.2.72)
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For arbitrary δσ and δω, this implies

gαβδ′gαβ = 0(
P T
1 δ

′g
)
α
= 0.

(7.2.73)

The first condition means that δ′gαβ is traceless so that the second condition is meaningful
since P T

1 acts only on traceless symmetric tensors. ckg is determined by the condition

δgαβ = 0. (7.2.74)

This corresponds to those transformations which does not change the metric after a gauge
has been chosen. From (7.2.65), this implies

−2 (P1δσ)αβ + (2δω −∇ · δσ)gαβ = 0. (7.2.75)

Taking trace, we get
−2gαβ(P1δσ)αβ + (2δω −∇ · δσ)gαα = 0

=⇒ δω =
∇ · δσ

2

(7.2.76)

since (P1δσ) is traceless. Thus δgαβ = 0 gives

(P1δσ)αβ = 0. (7.2.77)

Thus the tangent space to moduli space is KerP T
1 and ckg is KerP1. Let

µ = dimKerP T
1

κ = dimKerP1.
(7.2.78)

Then by Riemann-Roch theorem
µ− κ = −3χ (7.2.79)

where χ is the Euler characteristic of the 2d surface. We will prove this using path integral
in the subsequent sections.

Theorem 7.2.9. Let χ, µ, κ be as above. Then the following is true

(i) If χ > 0 then κ = 3χ, µ = 0

(ii) If χ < 0 then µ = −3χ, κ = 0.

Proof. Without the loss of generality, we can assume that the Ricci scalar R of the surface
is a constant. Indeed we can make a Weyl transformation to make R constant. Thus the
sign of R is the sign of χ since

χ =
1

4π

∫
Σ

d2σ
√
gR.

Now we claim that

P T
1 P1 = −1

2
∇2 − R

4
.
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Indeed acting on a test function v, we see that(
P T
1 P1v

)
α
= −∇β (P1v)αβ

= −1

2

[
∇β∇αvβ +∇β∇βvα −∇β (gαβ∇γv

γ)
]

= −1

2
∇2vα − 1

2

(
∇β∇αvβ −∇α∇γv

γ
)

= −1

2
∇2vα − 1

2
gβγ (∇γ∇αvβ −∇α∇γvβ)

= −1

2
∇2vα − 1

2
gβγRγαvβ

But in 2d, one can show that Rγα = R
2
gγα . Thus(

P T
1 P1v

)
α
= −1

2
∇2vα − R

2
gβγgγαvβ

=

(
−1

2
∇2 − R

4

)
vα.

Using this∫
d2σ

√
g (P1δσ)αβ (P1δσ)

αβ =

∫
d2σ

√
gδσα

(
P T
1 P1δσ

)α
=

∫
d2σ

√
g

(
−1

2
δσα∇2δσα − R

4
δσαδσ

α

)
=

∫
d2σ

√
g

(
1

2
∇αδσβ∇αδσβ − R

4
δσαδσ

α

)
where we used integration by parts. Now if χ < 0 then the RHS is strictly positive and
hence P1δσ ̸= 0 for any δσ. Thus κ = 0 and (7.2.79) implies µ = −3χ. Doing similar
calculation, we can show that P T

1 δ
′g ̸= 0 for χ > 0 which gives µ = 0 and we can show that

κ = 3χ for χ > 0.

We see that this theorem is valid for the sphere for which χ = 2 since as we saw, the moduli
space of metrics on sphere is trivial and the ckg is SL(2,C) which has six real parameters
in accordance with the above theorem. The theorem is not valid for χ = 0 but there is only
one oriented 2d surface without boundary – the torus and we saw that it has a nontrivial
moduli space as well as non trivial ckg.

2d Reimannian Manifolds and Riemann surfaces

Recall that the string S-matrix has integrals over the worldsheet with vertex operator inser-
tions. The path integral includes integral of space of all metrics modulo the diff × Weyl. As
discussed in previous section, the gauge fixing procedure picks out a metric from each gauge
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orbit leading to the moduli space of metrics. Since we have freedom to choose the metric from
each gauge orbit, we can choose it to be such that the integral over the worldsheet simplifies.
In this section, we will show that 2d Riemannian manifolds modulo Weyl equivalence can be
considered as a Riemann surface. This means that there exists a choice of metric, explicitly
the locally flat metric, on the worldsheet such that the worldsheet admits a complex atlas
and hence is a Riemann surface (see Definition 7.2.11 below). This will simplify the integral
over worldsheet to integral over a Riemann surface. We start with a brief survey of Riemann
surface.

Definition 7.2.10. A function f : Cn → Cm is called holomorphic if each component
fi : Cn → C, 1 ≤ i ≤ m is holomorphic in the sense that it satisfies the Cauchy-Riemann
equations: write fi = f 1

i + if 2
i and zµ ∈ Cn as zµ = xµ + iyµ then

∂f 1
i

∂xµ
=
∂f 2

i

∂yµ
,

∂f 2
i

∂xµ
= −∂f

2
i

∂yµ
; µ = 1, . . . , n. (7.2.80)

Definition 7.2.11. A 2n dimensional manifold X is called a complex manifold of dimension
n if there is a covering of X by a family of open sets {Uα} and homeomorphisms zα : Uα −→
Vα where Vα ⊂ Cn is some open subset such that

fαβ ≡ zα ◦ z−1
β : zβ (Vα ∩ Vβ) −→ zα (Vα ∩ Vβ)

is biholomorphic i,e fαβ as well as f−1
αβ is holomorphic. Such a collection of charts is called a

complex atlas. We write dimRX = 2n and dimCX = n for the real and complex dimensions
of the manifold respectively. A complex manifold of dimension 1 is called a Riemann surface.

Thus Cn is trivially a complex manifold of complex dimension dimCCn = n with a single
chart (Cn, zµ) in the complex atlas. In particular C is a Riemann surface. Once we include
the point at infinity, it turns into a sphere called the Riemann sphere.

Definition 7.2.12. A continuous map f : X → Y between Riemann surfaces is said to
be holomorphic if it is holomorphic in charts, that is, for every p ∈ X, if (Uα, zα) is a
chart containing p on X and (Vβ, wβ) is a chart containing f(p) on Y then wβ ◦ f ◦ z−1

α is
holomorphic in the usual sense. Similarly, f : X → Y is meromorphic if it is meromorphic
in charts.

Let g be a Riemannian metric on X. Define 2n vector fields as follows: on a chart (U, zµ)
from a complex atlas on X define

∂

∂zµ
=

1

2

{
∂

∂xµ
− i

∂

∂yµ

}
,

∂

∂z̄µ
=

1

2

{
∂

∂xµ
+ i

∂

∂yµ

}
(7.2.81)

where zµ : U −→ C, µ = 1, . . . , n is written as zµ = xµ + iyµ. Note that these vector fields
form a basis for the complexifield tangent space TpX

C with p ∈ U . Using this basis, the
Riemannian metric can be extended to TpX

C as follows: write Z = X + iY,W = U + iV ∈
TpX

C with X, Y, U, V ∈ TpX, then

gp(Z,W ) ≡ gp(X,U)− gp(Y, V ) + i [gp(X, V ) + gp(Y, U)] . (7.2.82)
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In terms of components, if we use the basis

dzµ = dxµ + idyµ

dz̄µ̄ = dxµ̄ + idyµ̄
(7.2.83)

where 1 ≤ µ, µ̄ ≤ m for 4 T ∗
pX

C then one has

gµν(p) = gp

(
∂

∂zµ
,
∂

∂zν

)
gµν̄(p) = gp

(
∂

∂zµ
,
∂

∂z̄ν̄

)
gµ̄ν(p) = gp

(
∂

∂z̄µ̄
,
∂

∂zν

)
gµ̄ν̄(p) = gp

(
∂

∂z̄µ̄
,
∂

∂z̄ν̄

)
(7.2.84)

and
g = gµνdz

µ ⊗ dzν + gµν̄dz
µ ⊗ dz̄ν̄ + gµ̄νdz̄

µ̄ ⊗ dzν + gµ̄ν̄dz̄
µ̄ ⊗ dz̄ν̄ . (7.2.85)

We need one more ingredient before we prove the main theorem.

Definition 7.2.13. Let (Uα, φα) be an atlas on a manifold X. A partition of unity subordi-
nate to (Uα, φα) is a family of smooth functions ρα : X −→ R such that

(i) ρα is smooth and supp (ρα) ⊂ Uα.

(ii) for any x ∈ X, there a neighbourhood U of x such that

# {α : supp (ρα) ∩ U ̸= ϕ} <∞.

(iii) the functions ρα sum to 1: ∑
α

ρα = 1. (7.2.86)

The standard result is:

Theorem 7.2.14. [14, Appendix C] For any atlas on a manifold, there exists a partition of
unity subordinate to it.

Let us now prove the main theorem.

Theorem 7.2.15. There is a one-to-one correspondence between Riemann surfaces and
Riemannian manifolds Σ with dimRΣ = 2 upto Weyl equivalence.

Remark 7.2.16. We did not include modulo diffeomorphism in the theorem because it is
implicit in the definition of a manifold.

4one can easily prove that T ∗
pX

C ∼= (TpX
C)∗.
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Proof of Theorem 7.2.15. Let us first start with a 2d Riemannian manifold. Let (Uα, φα)
be an atlas on it with metric gαβ on chart Uα ∩ Uβ. Without loss of generality we can
assume that gαβ ∝ δαβ. If not, we can use diffeomorphism, which is equivalent to changing
chart, as described in Subsection 3.1.1 to bring the metric to this form. Now using Weyl
transformation, we can take gαβ = δαβ on Uα ∩ Uβ. Let φα : Uα −→ R2 be given by
φα = (xα, yα). Define zα = xα + iyα. Then gαβ = δαβ in coordinates zα is ds2 = dzα ⊗ dz̄α
on Uα. We now want to show that the transition function in terms of zα is holomorphic. In
terms of φα, the transition function on Uα ∩ Uβ is

φα ◦ φ−1
β : R2 −→ R2.

In terms of zα, zβ, the transition function is

zα ◦ z−1
β : C −→ C.

But on Uα ∩ Uβ the metric has form dzαdz̄α and dzβdz̄β. Then denoting the components of
the metric on Uα as gαzz, g

α
zz̄, g

α
z̄z, g

α
zz̄ we see that

0 = gαzz = 2
∂
(
zα ◦ z−1

β

)
∂z

∂
(
zα ◦ z−1

β

)
∂z̄

gβzz̄

=
∂
(
zα ◦ z−1

β

)
∂z

∂
(
zα ◦ z−1

β

)
∂z̄

(7.2.87)

where z is the standard coordinate on C. This implies

∂
(
zα ◦ z−1

β

)
∂z

= 0 or
∂
(
zα ◦ z−1

β

)
∂z̄

= 0 (7.2.88)

Thus zα◦z−1
β is either holomorphic or antiholomorphic. Similary zβ◦z−1

α is either holomorphic
or antiholomorphic. The present case of oriented closed string theory restricts to holomorphic
transition functions since antiholomorphic transition functions destroy the orientability and
hence we obtain a Riemann surface.

Conversely start with a Riemann surface with complex atlas (Uα, zα). Take the metric on
Uα to be ds2 = dzα ⊗ dz̄α. We just have to patch these on the overlaps. We use partition of
unity for that. Define the metric on the surface as follows

g =
∑
α

ραg
α

where {ρα} is a partition of unity subordinate to {Uα} and gα = dzα ⊗ dz̄α. Then clearly g
is a smooth 2-form field since the coefficients of dzα ⊗ dz̄α are smooth. Moreover on Uα

gp = gαp
∑
β

ρβ

= gα, p ∈ Uα
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where we used the fact that gα is fixed on Uα and also the property of partitions of unity.
Thus we have defined a Riemannian metric on the surface in the complex coordinates which
can be converted to the usual coordinates using the inverse construction of (7.2.84) and
(7.2.85). □

Remark 7.2.17. To interpret the ckg in this picture, note that we can define the worldsheet
as union of patches and use a G-transformation to bring the metric to dzαdz̄α on patches
Uα. The gauge choices on the overlaps can differ only by G-invariances of this metric which
are exactly the conformal transformations i,e ckg. Thus a Riemann surface is the natural
background for a cft.

Measure on moduli space of metrics

In this section, we want to derive a measure on the moduli space of metrics and prove various
properties of it. In this section, we denote the gauge group as G ≡ Diff ⋉Weyl. Recall the
string S-matrix of n external asymptotic states

Sj1,...jn (k1, . . . , kn) =
∑

compact
topologies

∫
[DϕDg]
Vol(G)

exp(−Sm − λχ)
n∏

i=1

∫
Σg

d2σi
√
g(σi)Vji (σi, ki) ,

(7.2.89)
where Σg is the worldsheet of genus g and the sum is over the genus in case of oriented
worldsheet without boundary. After gauge fixing, Dg changes to a measure Dζ on the
gauge groups times a measure dµt on the moduli space which is µ-dimensional. Moreover
the integral d2nσ on the worldsheet for the n vertex operators can be used to fix the ckg.
Suppose ckg be κ dimensional. Then we can write

[Dg]d2nσ → [Dζ]dµtd2n−κσ

To implement this in the path integral, we need to introduce a Jacobian for this variable
change - the Fadeev-Popov determinant ∆FP(g, σ). This Jacobian is defined as follows: to
fix gauge we choose a metric ĝ(t)ζ from each orbit of G depending on the moduli t. Moreover
k of the vertex operators are also fixed σα

i → σ̂α
i . Let (α, i) ∈ f be the indices of fixed

coordinates. Then

1 = ∆FP(g, σ)

∫
Gg/G

dµt

∫
G
[Dζ]δ (g − ĝ(t))

∏
(α,i)∈f

δ
(
σα
i − σ̂ζα

i

)
(7.2.90)

where Gg denotes the space of all metrics on a genus g Riemann surface (worldsheet). Since
every metric on worlsheet is G-equivalent to ĝ(t)ζ for some moduli t and gauge parameter ζ,
the δ-function picks out a unique value of ζ upto some discrete elements of ckg. As for the
discrete ckg, there are finitely many say nR discrete symmetries which do not change ĝ(t)ζ .
Thus the second delta function is nonzero at nR points. To fix them, we just divide by nR.
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Plugging this into the path integral we obtain

Sj1,...jn (k1, . . . , kn) =
∑

compact
topologies

∫
Mg

dµt∆FP(ĝ(t), σ̂)

∫
[Dϕ]

∫ ∏
(α,i)/∈f

dσα
i exp (−Sm [ϕ, ĝ (σi)]− λχ)

×
n∏

i=1

√
ĝ (σi)Vji (σi, ki) ,

(7.2.91)

whereMg denotes the moduli space Gg/G of the worldsheet Σg. Now we evaluate ∆FP(ĝ(t), σ̂).
Let t1, . . . , tµ be components of coordinate t on Mg. Then a generic infinitesimal variation
of the metric gαβ is

δgαβ =

µ∑
k=1

δtk∂tk ĝαβ − 2
(
P̂1δσ

)
αβ

+ (2δω − ∇̂ · δσ)ĝαβ (7.2.92)

where hat on P̂1 and ∇̂ indicates that the metric in the definition of these operates is ĝαβ.
Thus if gαβ is close to ĝαβ(t) then we can write∫

G
[Dζ]δ

(
g − ĝ(t)ζ

)
=

∫
[DδωDδσ]δ (δgαβ) . (7.2.93)

Thus

∆−1
FP(ĝ, σ̂)

−1 = nR

∫
dµδt[Dδω∆δσ]δ (δgαβ)

∏
(α,i)∈f

δ (δσα (σ̂i)) (7.2.94)

where the nR factor takes care of the discrete symmetries. Now as in our calculation of
Fadeev-Popov measure in Subsection 7.1.1 we again replace δ functions by integrals:

δ (δgαβ) =

∫
[Dβ] exp

(
2πi

∫
d2σ
√
g(σ)βαβδgαβ

)
=

∫
[Dβ] exp[2πi⟨β, δg⟩]

δ (δσα
i ) =

∫
dκxαi exp (2πixαiδσ

α (σ̂i)) .

(7.2.95)

Plugging this in we get

∆−1
FP[ĝ, σ̂] = nR

∫
dµδt[DδωDδσDβ] exp

(
2πi

∫
d2σ
√
g(σ)βαβδgαβ

)
×∏

(α,i)∈f

∫
dxαi exp (2πixαiδσ

α (σ̂i)) .
(7.2.96)

The path integral over δω can be easily performed now. In the integrand it only appears as∫
[Dδω] exp

(
2πi

∫
d2σ
√
ĝ(σ)βαβ(2δω)ĝαβ

)
= δ

(
2βαβ ĝαβ

)
. (7.2.97)
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Thus the path integral over δω forces βαβ to be traceless:

βαβ ĝαβ = 0. (7.2.98)

So we remove the Dδω from ∆−1
FP[ĝ, σ̂] and take β → β′ where β′ is traceless. This also forces

the term in δgαβ

β′αβ(∇̂ · δσ)ĝαβ = 0. (7.2.99)

Thus we get

∆−1
FP[ĝ, σ̂] = nR

∫
dµδtdκx [Dβ′Dδσ] exp

2πi〈β′, 2P̂1δσ − δtk∂tk ĝ
〉
+ 2πi

∑
(α,i)∈f

xαiδσ
α (σ̂i)


(7.2.100)

where k is summed over. To invert ∆−1
FP[ĝ, σ̂] to get ∆FP[ĝ, σ̂], we just replace bosonic

variables by Grassmann variables as before:

δσα −→ cα

β′
αβ −→ bαβ

xαi −→ ηαi

δtk −→ ξk.

(7.2.101)

We can normalise the Grassmann variables such that the Fadeev-Popov measure takes the
form

∆−1
FP[ĝ, σ̂] =

1

nR

∫
[DbDc]dµξdkη exp

− 1

4π

〈
b, 2P̂1c− ξk∂tk ĝ

〉
+
∑

(α,i)∈f

ηαic
α (σ̂i)

 .
(7.2.102)

Integrating over ξ and η, we get

∆FP[ĝ, σ̂] =
1

nR

∫
[DbDc] exp (−Sgh)

µ∏
k=1

1

4π
⟨b, ∂kĝ⟩

∏
(α,i)∈f

cα (σ̂i) (7.2.103)

where

Sgh =
1

2π

〈
b, P̂1c

〉
(7.2.104)

and we used the integral∫ [
Dξk

]
exp

(
1

4π
ξk ⟨b, ∂kĝ⟩

)
=

1

4π
⟨b, ∂kĝ⟩ . (7.2.105)
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Thus the gauge fixed amplitude takes the form

Sj1 . . . jn (k1, . . . , kn) =
∑

compact
topologies

{g}

∫
Mg

dµt

nR

∫
[DϕDb,Dc] exp (−Sm − Sgh − λχ)×

∏
(α,i)/∈f

∫
Σg

dσα
i

µ∏
k=1

1

4π
⟨b, ∂kĝ⟩

∏
(α,i)∈f

cα (σ̂i)
n∏

i=1

√
ĝ (σi

Vji (ki, σi) .

(7.2.106)

Simplifying the Fadeev-Popov determinant

We want to simplify the path integral expression for ∆FP in (7.2.103). Here, we will ex-
press ∆FP in terms of functional determinant. Recall that the operator P1 maps vectors to
symmetric, traceless rank 2 tensors and P T

1 is a map in opposite direction. In particular
P T
1 P1 and P1P

T
1 are symmetric operators on the space of vectors on symmetric, traceless

rank 2 tensors. By spectral theorem, they can be diagonalised and there exists complete
orthonormal sets {Cα

J } and {BKαβ} for the two spaces with respect to the inner product
defined in (7.2.67). More explicitly,

P T
1 P1C

α
J = ν ′2J C

α
J , P1P

T
1 BKαβ = ν2KBKαβ (7.2.107)

for real numbers ν ′K , νK and

⟨CJ , CJ ′⟩ =
∫
d2σ

√
gCα

JCJ ′α = δJJ ′ ,

⟨BK , BK′⟩ =
∫
d2σ

√
gBαβ

K BK′αβ = δKK′ .

(7.2.108)

We claim that there is a one-to-one correspondence between the eigenfunction of P1P
T
1 and

P T
1 P1 with nonzero eigenvalue. Indeed if P T

1 P1CJ = ν ′2J CJ then

P1P
T
1 (P1CJ) = ν ′2J P1CJ (7.2.109)

so CJ 7→ P1CJ and similarly BK 7−→ P T
1 BK . We will thus identify these functions as

BKαβ =
1

νK
(P1CK)αβ , νK = ν ′K ̸= 0 (7.2.110)

Let B0K and C0J be the eigenvalue 0 eigenvectors of P1P
T
1 and P T

1 P1. Note that the C0j

are elements of ckg since it corresponds to solutions of P1C = 0 and B0K are elements of
moduli space of metrics since it corresponds to P T

1 B = 0, see discussion around (7.2.77).
Thus there are µ and κ number of C0j and B0k respectively. We now expand the ghost fields
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as

cα(σ) =
∑
J

cJC
α
J (σ) =

µ∑
j=1

C0jC
α
0j(σ) +

∑
J ̸=0

cJC
α
J (σ),

bαβ(σ) =
∑
K

bKBKαβ(σ) =
κ∑

k=1

b0kB0kαβ(σ) +
∑
K ̸=0

bKBKαβ(σ),

(7.2.111)

Here cJ and bK are Grassmann odd variables. Plugging this in the ghost action, we get

Sgh =
1

2π
⟨b, P1c⟩

=
1

2π

〈
κ∑

k=1

b0kB0k(σ) +
∑
K ̸=0

bKBK(σ),

µ∑
j=1

c0jP1C0j(σ) +
∑
J ̸=0

cJP1CJ(σ)

〉

=
1

2π

∑
J,K

bKcJ ⟨BK , P1CJ⟩

=
1

2π

∑
J,K

bKcJ
νK

⟨P1CK , P1CJ⟩

=
1

2π

∑
J,K

bkcJ
νK

〈
CK , P

T
1 P1CJ

〉
=

1

2π

∑
J

νJbJcJ

(7.2.112)

where we used the fact that P1C0j = 0 = P T
2 B0k in the third step. The ghost path integral

for ∆FP becomes

∆FP =

∫ κ∏
k=1

db0k

µ∏
j=1

dc0j
∏
J ̸=0

dbJdcJ exp

(
−νJbJcJ

2π

) µ∏
k′=1

1

4π
⟨b, ∂k′ ĝ⟩

∏
(α,i)∈f

cα (σi) .

(7.2.113)
This path integral vanishes unless there are µ number of b0k and κ number of c0j in the
integrand. These ghost zeromodes can come only from vertex operator insertions cα (σi) and
⟨b, ∂k′ ĝ⟩. Note that (α, i) ∈ f runs over the conformal killing vectors which are κ in number.
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Thus we see that we can write∏
(α,i)∈f

cα (σi) =
∏

(α,i)∈f

[
κ∑

j′=1

c0j′C
α
0j′ (σi) +

∑
J ̸=0

cJC
α
J (σi)

]

→
∏

(α,i)∈f

[
k∑

j′=1

C0j′C
α
0j′ (σi)

]

=
κ∏

j′=1

c0j′
∏

(α,i)∈f

[∑
P∈Sκ

sign(P )Cα
0P (1) (σi)C

α
0P (2) (σi) . . . C

α
0P (κ) (σi)

]

=
κ∏

j=1

c0j′ Det
[
Cα

0j (σi)
]

(7.2.114)

Other terms in the product give vanishing path integral due to lack of enough (exactly κ )
number of ghost zero modes c0j. Here Sκ is the permutation group on κ letters. Note that
Det

[
Cα

0j (σi)
]
makes sense since (α, i) ∈ f runs over κ values, so does j and hence Cα

0j (σi)
is a square matrix. For the same reason

µ∏
k′=0

1

4π
⟨b, ∂k′ ĝ⟩ =

µ∏
k′=1

[
µ∑

k′′=1

b0k′′

4π
⟨B0k′′ , ∂k′ ĝ⟩

]
.

=

µ∏
k′=1

b0kDet

[
⟨B0k, ∂k′′ ĝ⟩

4π

] (7.2.115)

The path integral over cJ , bJ is easily done using∫
dθ1dθ2 exp (aθ1θ2) = a. (7.2.116)

Thus the path integral becomes

∆FP =
∏
J

νJ
2π

Det
[
Cα

0j (σi)
]
Det

[
⟨b0k, ∂k′′ ĝ⟩

4π

]

= Det
[
Cα

0j (σi)
]
Det

[
⟨b0k, ∂k′′ ĝ⟩

4π

]
Det′

[√
P T
1 P1

4π2

] (7.2.117)

where we used the fact that ν2J are non-zero eigenvalues of P T
1 P1. Also Det′ indicates that

zero eigenvalues are ignored.

7.3 Tree Level Amplitudes

7.4 BRST Quantisation and No-Ghost Theorem

In this section, we finally complete the picture sketched in Section 3.3.7. We start by
discussing BRST quantisation of the string and then prove the no-ghost theorem.
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7.4.1 Generalities on BRST quantisation

Let us take a qft with fields {ϕi} and action S[ϕi]. Also suppose the theory has gauge
symmetry under which the fields transform as

δϕi = ϵαδαϕi, (7.4.1)

where δα are the generators of gauge transformations and ϵα are the real parameters of the
infinitesimal transformation. Suppose fγ

αβ be the structure constants of the gauge algebra:

[δα, δβ] = fγ
αβδγ. (7.4.2)

Consider now the path integral

Z =

∫
[Dϕi] exp (−S [ϕi]) (7.4.3)

of the theory. As already discussed, the path integral over-counts the physical degrees of
freedom since gauge equivalent fields are physically equivalent. Thus we need to fix the
gauge such that we choose only one representative from each gauge orbit. This is equivalent
to dividing by the volume of the gauge group Vgauge. So the physical path integral is

Z =

∫
[Dϕi]

Vgauge
exp (−S [ϕi]) . (7.4.4)

In general gauge fixing can be represented by a function

FA (ϕi) = 0. (7.4.5)

Then we perform the Faddeev-Popov gauge fixing by introducing ghosts and a gauge fixing
term in the action:∫

[Dϕi]

Vgauge
exp (−S [ϕi]) −→

∫
[DϕiDBAdbAdc

α] exp (−S [ϕi]− Sgf[B]− Sghost[b, c]) ,

(7.4.6)
where

Sgf[B] := −iBAF
A(ϕ) (7.4.7)

is the gauge fixing term and
Sghost := bAC

αδαF
A(ϕ). (7.4.8)

is the Faddeev-Popov ghost action. The path integral on BA produces a delta function
δ
(
FA
)
which fixes the gauge. The gauge fixed action S[ϕi] + Sgf + Sghost is invariant under

the BRST (Becchi-Rouet-Stora-Tyutin) transformation generated by an operator δB :

δBϕi = −iϵcαδαϕi

δBBA = 0,

δBbA = ϵBA

δBc
α =

i

2
ϵfα

βγc
βcγ

(7.4.9)

181



where ϵ is an anti-commuting parameter for the infinitesimal transformation. Let us check
that the action is indeed invariant under BRST transformation. The fact that ϵ is grassmann
odd follows from the fact that BRST transformation maps bosonic and fermionic fields into
each other. We have

δBS[ϕi] = 0 (7.4.10)

since δBϕi is just a gauge transformation with gauge parameter iϵcα. Next

δBSgf = −i (δBBA)F
A(ϕ)− iBAδBF

A(ϕ)

= −iBA

(
−i ∈ cαδαF

A(ϕ)
)

= −ϵBAc
αδαF

A(ϕ).

(7.4.11)

Note that since FA only depends on ϕi

δBF
A = −iϵcαδαFA(ϕ). (7.4.12)

Finally

δBSghost = (δbA) c
αδαF

A(ϕ) + bA(δBc
α)δαF

A(ϕ) + bAc
αδα(δBF

A(ϕ))

= ϵBAc
αδαF

A(ϕ) +
i

2
bAϵf

α
βγc

βcγδαF
A(ϕ)− iϵbAc

αcβδαδβF
A(ϕ)

= ϵBAc
αδαF

A(ϕ) +
iϵ

2
bAc

βcγ [δβ, δγ]F
A(ϕ)− iϵbAc

αcβδαδβF
A(ϕ)

= ϵBAc
αδαF

A(ϕ) + iϵbAc
βcγδβδγF

A(ϕ)− iϵbAc
αcβδαδβF

A(ϕ)

= ϵBAc
αδαF

A(ϕ),

(7.4.13)

where we used the fact that cαcβ = −cβcα. Combining (7.4.10), (7.4.12) and (7.4.13), we see
that

δB(S[ϕi] + Sgf + Sghost) = 0. (7.4.14)

Using the Noether procedure, one can compute the conserved current and charge. Let the
conserved charge be QB. There is a global U(1) symmetry of the gauge-fixed action:

bA −→ e−iθbα

cα −→ eiθbα
(7.4.15)

and all other fields neutral. The corresponding conserved charge is called the ghost number.
So bA, cα has ghost number −1 and 1 respectively and 0 for other fields. To match the ghost
number on both sides of (7.4.9), we assign ghost number −1 to the brst parameter ϵ.

This is the classical description of brst symmetry. Now, in the quantum theory, QB be-
comes an operator and acts on the asymptotic initial and final states |i⟩, |f⟩ respectively.
After quantisation

δBΦ = iϵ[QB,Φ]± (7.4.16)
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where ± indicates that the right hand side is a commutator or anitcommutator depending
on whether Φ is bosonic or fermionic operator. This also implies that QB has ghost number 1.

The gauge fixing condition FA(ϕ) = 0 is unphysical. We can do the same procedure by
changing the gauge fixing condition to FA + δFA. Then the inner product of asymptotic
states changes by

ϵδ⟨f | i⟩ = i
〈
f
∣∣δB (bAδFA

)∣∣ i〉
= −ϵ

〈
f
∣∣{QB, bAδF

A
}∣∣ i〉 . (7.4.17)

Here we used the path-integral representation of asymptotic state (give details). This un-
physicality of gauge fixing condition implies that

ϵδ⟨f | i⟩ = 0 (7.4.18)

which implies that 〈
ψ
∣∣{QB, bAδF

A
}∣∣ψ′〉 = 0 (7.4.19)

for physical states |ψ⟩ and |ψ′⟩. This condition for arbitrary δFA implies

QB|ψ⟩ = QB |ψ′⟩ = 0 (7.4.20)

Here we have assumed that Q†
B = QB. This gives us the aphorism: physical states must be

brst-invariant.

Proposition 7.4.1. The brst charge is nilpotent

Q2
B = 0. (7.4.21)

Proof. We must be able to freely change the gauge choices without changing anything physi-
cal. This means that QB must be conserved and hence must commute with the Hamiltonian
(?)5. This implies [

QB,
{
QB, bAδF

A
}]

= 0 (7.4.22)

which implies

Q2
BbAδF

A +QBbAδF
AQB −QBbAδF

AQB − bAδF
AQ2

B = 0

=⇒
[
Q2

B, bAδF
A
]
= 0.

(7.4.23)

This requirement for arbitrary δFA implies that Q2
B = constant. But note that Q2

B has ghost
number 2 while any nonzero constant has ghost number zero.

5Recall that the Hamiltonian generates time translation and hence any conserved quantity must commute
with the Hamiltonian
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Alternatively, one can check the action of δβ twice on all fields. For example

δB (δ′Bc
α) = δB

(
i

2
ϵfα

βγc
βcγ
)

= −ϵϵ
′

4

[
fα
βγf

β
στc

σcτcγ + fα
βγf

γ
στc

βcσcτ
]

= −ϵϵ
′

4

[
fα
βγf

β
στc

γcσcτ − fα
γβf

γ
στc

βcσcτ
]

= 0,

(7.4.24)

where we used antisymmetry of structure constants and renamed the dummy indices in the
second term to cancel it with first. Similarly one can check that δBδ

′
B = 0 on all other fields.

Remark 7.4.2. In the gauge algebra, we assumed that the structure constants do not depend
on the fields and that the rhs of does not contain terms proportional to the equations of
motion and hence would vanish onshell. These assumptions break down in general and in
such a case one needs the more general Batalin-Vilkoviski (BV) formalism. This formalism
is particularly useful for string field theory which we will discuss later.

Since Q2
B = 0, one can look at the QB-cohomology called the BRST cohomology as we

explain below. Let H be the string Hilbert space. Define the subspace Hclosed ⊆ H as
follows:

Hclosed := {|ψ⟩ ∈ H : QB|ψ⟩ = 0} (7.4.25)

and the subspace Hexact ⊆ H as

Hexact := {|ψ⟩ ∈ H : |ψ⟩ = QB |ψ′⟩ for some |ψ′⟩ ∈ H } . (7.4.26)

These subspaces are called QB-closed and QB-exact subspaces respectively. Clearly Hexact ⊆
Hclosed because Q2

B = 0. Then we define the brst cohomology as the quotient space

HBRST :=
Hclosed

Hexact

. (7.4.27)

Theorem 7.4.3. The physical string Hilbert space

Hphy
∼= HBRST. (7.4.28)

Proof. As already discussed above, physical states |ψ⟩ ∈ Hphy must satisfy QB|ψ⟩ = 0. This
means that |ψ⟩ ∈ Hclosed. Next consider a state of the form QB|χ⟩. We claim that this is a
null state. Clearly QB|χ⟩ ∈ Hphy since Q2

B = 0 and for any |ψ⟩ ∈ Hphy

⟨ψ |QB|χ⟩ =
(
⟨ψ|Q†

B

)
|χ⟩ = 0. (7.4.29)

These states are modded out in Hphy. Thus

Hphy
∼=

Hclosed

Hexact

= HBRST. (7.4.30)
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Recall from Eq. 6.1.15 that

⟨f | i⟩ =
∫

[Dϕi]
f
i exp (−S − Sgf − Sghost ) (7.4.31)

where [Dϕi]
f
i is short to denote that the fields have to satisfy boundary conditions corre-

sponding to states |i⟩ and |f⟩.

There is a key issue that we need to address. In many cases, as in strings, gauge fixing
does not completely fix the gauge. There is residual symmetry after a gauge has been fixed.
For example, in strings case, fixing the worldsheet metric to a fiducial metric leaves us
with residual conformal symmetry. In such cases we are required to impose the constraints
arising from the residual symmetry. More precisely, let GI be the generators of the residual
symmetry. These are called constraints. These satisfy an algebra

[GI , GJ ] = ifK
IJGK . (7.4.32)

One has to impose the constraint on the brst Hilbert space that the matrix elements of
these generator vanish:

⟨ψ |GI |ψ′⟩ = 0, |ψ⟩, |ψ′⟩ ∈ HBRST . (7.4.33)

For each generator GI , there are a pair of ghosts cI and bJ satisfying{
cI , bJ

}
= δIJ ,

{
cI , cJ

}
= {bI , bJ} = 0. (7.4.34)

The brst charge has the general form

QB = cIGm
I − i

2
fK
IJc

IcJbK

≡ cI
(
Gm

I +
1

2
Gg

I

) (7.4.35)

where Gm
I is the matter part of GI and

Gg
I = −ifK

IJc
JbK (7.4.36)

is the ghost part and they satisfy the same algebra as (7.4.32). Using the GGG Jacobi
identity, we have

Q2
B =

1

2
{QB, QB} = −1

2
fK
IJf

M
KLc

IcJcKbM = 0. (7.4.37)

More generally, one might also have central terms in the constraint algebra, for example in
the Virasoro algebra. In that case, we will need to check that QB squares to zero with the
contribution of the central terms.
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7.4.2 BRST quantisation of point particle

Recall that the point particle action is given by

S =

∫
dt

(
1

2
e−2ẋµẋµ +

1

2
em2

)
(7.4.38)

where e is an auxuliary field (einbein). The gauge symmetry of the theory is reparametriza-

tion invariance τ → τ̃(τ) under which Xµ is invariant X̃µ(τ̃) = Xµ(τ) while the einbein acts
as a metric on the worldline so that

ẽ(τ)dτ̃ = e(τ)dτ (7.4.39)

So the index α in (7.4.1) is the coordinate τ . Let us now find the infinitesimal transformations
of the field. Taking τ̃(τ) = τ + ε(τ) for some infinitesimal parameter ε, we see that

δXµ(τ) = X̃µ(τ̃)−Xµ(τ̃)

= Xµ(τ)−Xµ(τ + ε(τ))

= −ε(τ)∂τXµ(τ) +O
(
ε2
)
.

(7.4.40)

Note that in the calculation of δXµ, it is important that we evaluate both X̃ and X at τ or
τ̃ . To compare with (7.4.9), we perform some manipulations. We write

δXµ(τ) = −
∫
dτ1δ (τ − τ1) ε (τ1) ∂τX

µ(τ)

=

∫
dτ1ε

τ1 (−δ (τ − τ1) ∂τX
µ(τ))

≡ ετ1δτ1X
µ(τ)

(7.4.41)

where we defined ετ1 ≡ ε (τ1) and the contraction of τ1 is the integral over τ1. Thus

δτ1X
µ(τ) = −δ (τ − τ1) ∂τX

µ(τ). (7.4.42)

For the einbein we have

e(τ) = ẽ(τ̃)
dτ̃

dτ
= ẽ(τ̃) [1 + ∂τε(τ)] (7.4.43)

Thus
δe(τ) = ẽ(τ̃)− e(τ̃)

= ẽ(τ̃)− e(τ + ε(τ))

= ẽ(τ̃)− e(τ)− ε(τ)∂τe(τ) +O
(
ε2
)

= e(τ) [1 + ∂τε(τ)]
−1 − e(τ)− ε(τ)∂τe(τ) +O

(
ε2
)

= −e(τ)∂τε(τ)− ε(τ)∂τe(τ) +O
(
ε2
)

= −
∫
dτ1ε

τ1∂τ [δ (τ − τ1) e(τ)]

≡ ετ1δτ1e(τ)

(7.4.44)
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so that
δτ1e(τ) = −∂τ [δ (τ − τ1) e(τ)] . (7.4.45)

This shows that a basis of gauge algebra is δτ1 defined by

δτ1τ(τ) = δ (τ − τ1) . (7.4.46)

We now calculate the structure constants of the gauge algebra. We have

[δτ1 , δτ2 ]X
µ(τ) = −δτ1 (δ (τ − τ2) ∂τX

µ(τ)) + δτ2 (δ (τ − τ1) ∂τX
µ(τ))

= −
∫
dτ3δ (τ − τ3) [δ (τ3 − τ1) ∂τ3δ (τ3 − τ2)− δ (τ3 − τ2) ∂τ3δ (τ3 − τ1)] ∂τX

µ(τ)

≡
∫
dτ3f

τ3
τ1τ2

δτ3X
µ(τ)

(7.4.47)

where we can easily recognize

f τ3
τ1τ2

= δ (τ3 − τ1) ∂τ3δ (τ3 − τ2)− δ (τ3 − τ2) ∂τ3δ (τ3 − τ1) . (7.4.48)

Recall that we choose the gauge e(τ) = 1. Thus the gauge fixing function is

F (τ) = 1− e(τ). (7.4.49)

The gauge fixed action is then

Se =

∫
dτ

(
1

2

ẊµẊµ

e
− 1

2
em2 + iB(e− 1)− eḃc

)
(7.4.50)

where equation of motion of the auxiliary field B fixes the gauge and b, c are reparametriza-
tion ghosts coming from Fadeev -Popov gauge fixing. From the general BRST transformation
(7.4.9), we find the BRST transformation for the free particle to be

δBX
µ = −iϵ

∫
dτ1c (τ1) (−δ (τ − τ1) ∂τX

µ(τ))

= iϵcẊµ.

δBe(τ) = −iϵ
∫
dτ1c (τ1) (−∂τδ (τ − τ1) e(τ))

= iϵ∂τ

∫
dτ1c (τ1) e (τ1) δ (τ − τ1)

= iϵ∂τ (ce).

δBc (τ1) =
i

2
ϵ

∫
dτ2dτ3f

τ1
τ2τ3

c (τ2) c (τ3)

= iϵcċ.

(7.4.51)
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Thus BRST transformations are
δBX

µ = iϵcẊµ

δBe = iϵ∂τ (ce)

δBB = 0

δBb = ϵB

δBc = iϵcċ.

(7.4.52)

In the path integral, we can perform the path integral over B whose sole effect is to set e = 1
in the action. This is called integrating out B. The resultant action is

S =

∫
dτ

(
1

2
ẊµẊµ +

1

2
m2 − ḃc

)
. (7.4.53)

The brst transformations for the remaining fields will change. To get the new brst trans-
formation for the remaining fields Xµ, b, c, we need to express B in terms of Xµ, b, c. This is
readily obtained from equation of motion for e and then setting e = 1. Equation of motion
for e is:

−1

2

ẊµẊµ

e2
+

1

2
em2 + iB − ḃc = 0 (7.4.54)

which after setting e = 1 gives

B = − i

2
ẊµẊµ +

i

2
m2 − iḃc. (7.4.55)

The brst transformation then is

δBX
µ = iϵcẊµ

δBb = iϵ

(
−1

2
ẊµẊµ +

1

2
m2 − ḃc

)
δBc = iϵcċ.

(7.4.56)

This brst transformation is nilpotent only onshell. Indeed

δ′BδBX
µ = iϵδ′B

(
cẊµ

)
= iϵ

(
iϵ′cċẊµ + c∂τ

(
iϵ′cẊµ

))
= −ϵϵ′c

(
ċẊµ − ċẊµ − cẌµ

)
= 0

(7.4.57)

where the − sign in second term comes by commuting ϵ′ past c and the last term vanishes
since c2 = 0 or Ẍµ = 0 is the equation of motion of Xµ. For c, we have fill in details.
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BRST Hilbert space of the point particle

To construct the brst Hilbert space, we first construct the canonically quantized Hilbert
space and then construct the brst-cohomology over it.
The Hilbert space is the tensor of the ghost Hilbert space and X Hilbert space. Recall that
the ghost Hilbert space is a two state system: there are two states in the system | ↑⟩, | ↓⟩
with the action of operators given by

b| ↑⟩ = | ↓⟩, b| ↓⟩ = 0
c| ↑⟩ = 0, c| ↓⟩ = | ↑⟩. (7.4.58)

Note that this is a quantum mechanical system, that is 0 + 1d field theory. Thus we don’t
have oscillators. The the total Hilbert state is just the two ground states. The X Hilbert
space is a momentum eigenstate |k⟩ with pµ|k⟩ = kµ|k⟩. The total Hilbert space is thus

H =
{
|k, ↓⟩, |k, ↑⟩ : k ∈ R1,D

}
(7.4.59)

where we have defined |k, ↓⟩ = |k⟩ ⊗ | ↓⟩ and so on. The action of operators is

pµ|k, ↓⟩ = kµ|k, ↓⟩, pµ|k, ↑⟩ = kµ|k, ↑⟩,
b|k, ↓⟩ = 0, b|k, ↑⟩ = |k, ↓⟩,
c|k, ↓⟩ = |k, ↑⟩, c|k, ↑⟩ = 0.

(7.4.60)

Moreover

QB|k, ↓⟩ = cH|k, ↓⟩ = 1

2

(
k2 +m2

)
|k, ↑⟩

QB|k, ↑⟩ = 0.
(7.4.61)

Thus
H closed =

{
|k, ↓⟩ : k2 +m2 = 0

}
∪
{
|k, ↑⟩ : k ∈ R1,D

}
(7.4.62)

and
Hexact =

{
|k, ↑⟩ : k2 +m2 ̸= 0

}
. (7.4.63)

Thus the brst Hilbert space is

HBRST =
Hclosed

Hexact

∼=
{
|k, ↓⟩, |k, ↑⟩ : k2 +m2 = 0

}
. (7.4.64)

We see that the physical states must satisfy mass-shell condition as expected. But note that
we have two copies of expected states. To remedy this situation, we claim that states not
satisfying

b|ψ⟩ = 0 (7.4.65)

have vanishing amplitudes with any other state. This will restrict the physical Hilbert space
to {|k, ↓⟩ : k2 +m2 = 0}. To justify the claim, note that for k2+m2 ̸= 0, the states |k2 ↑⟩ are
exact and hence they are orthogonal to all physical states (which are QB-closed) and their
amplitudes vanish identically. So the amplitudes of the states |k, ↑⟩ must be proportional to
δ (k2 +m2). But in field theory and string theory, amplitudes have poles and cuts but never
delta function (except in D + 1 = 2 case). So the amplitudes for states |k, ↑⟩ must vanish
identically.
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7.4.3 BRST quantisation of the string

In string theory, the fields are Xµ. We want to derive the brst transformation of the fields.

Theorem 7.4.4. The brst transformation of the fields are

δBX
µ = iϵ(c∂ + c̄∂̄)Xµ

δBb = iϵ (T x + T g)

δB b̄ = iϵ(T̄ x+ T̄ g)

δBc = iϵc∂c

δB c̄ = iϵc̄∂̄c̄.

(7.4.66)

Proof. The total action for the string is

S = SP + Sghost + Sgf (7.4.67)

where SP is the Polyakov action, Sghost is the ghost action and

Sgf =
i

4π

∫
d2σ

√
gBαβ (δαβ − gαβ) . (7.4.68)

The gauge symmetry is now G := Diff×Weyl with c, b being the Diff, Weyl ghost respectively.
We now want to find the gauge algebra. Under diffeomorphism σα −→ σ̃α(σ) we have

X̃µ(σ̃) = Xµ(σ)

g̃αβ(σ̃) =
∂σγ

∂σ̃α

∂σδ

∂σ̃δ
gγδ(σ).

(7.4.69)

Taking σ̃α(σ) = σα + εα(σ) with ε an infinitesimal parameter, we find that

δXµ(σ) = X̃µ(σ̃)−Xµ(σ̃)

= Xµ(σ)−Xµ(σ + ε)

= −εα∂αXµ(σ)

≡ −
∫
d2σ1δ

(2) (σ − σ1) ε
α (σ1) ∂αX

µ(σ)

(7.4.70)

Following the point particle example, this readily gives us the first brst transformation

δBX
µ = iϵcα∂αX

µ (7.4.71)

or in complex coordinates
δBX

µ = iϵ(c∂ + c̄∂̄)Xµ. (7.4.72)

We also have
δBBαβ = 0

δBbαβ = ϵBαβ.
(7.4.73)
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To get δBc
α, we need the structure constant of the gauge algebra. From the above expression

(7.4.70) we see that
δXµ = εα,σ1δα,σ1X

µ (7.4.74)

where εα,σ1 = εα (σ1) and

δα,σ1X
µ = −δ(2) (σ − σ1) ∂αX

µ(σ). (7.4.75)

We want to compute the structure constants6

[δα,σ1 , δβ,σ2 ]X
µ(σ) = −δα,σ1

(
δ(2) (σ − σ2) ∂βX

µ(σ)
)
+ δβ,σ2

(
δ(2) (σ − σ1) ∂αX

µ(σ)
)

= δ(2) (σ − σ1) ∂αδ
(2) (σ − σ2) ∂βX

µ(σ)−
(7.4.76)

fill in details

Remark 7.4.5. The brst current that we have obtained from the Noether procedure is not
a conformal primary. To make it a conformal primary, we add a total derivative term to the
current which does not affect the brst charge but makes the current a primary field. From
now on we will use

jB = cTX +
1

2
: bc∂c : +

3

2
∂2c

j̄B = c̄T̄X +
1

2
: b̄c̄∂̄c̄ : +

3

2
∂̄2c̄.

(7.4.77)

We then have the following OPEs:

Proposition 7.4.6. We have the following OPEs

T (z)jB(w) ∼
cm − 26

2(z − w)4
c(w) +

jB(w)

(z − w)2
+
∂jB(w)

(z − w)

jB(z)b(w) ∼
3

(z − w)3
+

jg(w)

(z − w)2
+
Tm+g(w)

(z − w)

jB(z)c(w) ∼
c∂c(w)

(z − w)

jB(z)Om(w, w̄) ∼ h

(z − w)2
c(w)Om(w, w̄) +

1

(z − w)
[h∂c(w)Om(w, w̄) + c(w)∂Om(w, w̄)]

(7.4.78)
and similarly for j̄B(z̄). Here jg is the ghost current (see eqref) and Om(z, z̄) is a conformal
operator of dimension (h, b̄). The OPE of j̄B(z̄) with b, c and of jB(z) with b̄, c̄ is regular
respectively.

Remark 7.4.7. As we will show soon, the BRST charge QB is nilpotent if and only if
cm = 26. This will let us conclude that jB is a conformal primary of dimension (1, 0).

6In this example, these are not constants
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Proof.

fill in details
Now as pointed out in the general discussion around (7.4.33), gauge fixing of string leaves
local conformal symmetry as residual gauge symmetry with generators Lm and L̄m. We have
to impose

⟨ψ |Lm|ψ′⟩ =
〈
ψ
∣∣L̄m

∣∣ψ〉 = 0 (7.4.79)

on the BRST Hilbert space of the string as a constraint.

BRST Hilbert space of the string

Let us start by specifying the space of all states. It is generated by Fock space constructed
out of matter and ghost oscillators. The matter ground state is |0; p⟩ while the ghost ground
states are | ↑⟩, | ↓⟩. Again we will argue that physical states must satisfy

b0|ψ⟩ = 0. (7.4.80)

Thus we only include | ↓⟩ as ghost ground state in view of (7.4.58). The BRST ground state
is thus |0; p, ↓⟩ and states in the total Hilbert space is constructed using oscillators αµ

n, α̃
µ
n;

bm, b̄m; cn, c̄n for n ≤ 0. Note that these oscillators for n > 0 annihilate the ground state.
The inner product is defined by defining Hermitian conjugate of the oscillators

(αµ
n)

† = αµ
−n, (α̃µ

n)
† = α̃µ

−n,

b†n = b−n, b̄†n = b̄−n,

c†n = c−n, c̄†n = c̄−n.

(7.4.81)

The inner product on the full Hilbert space is then defined using above Hermitian conjugates
once we define the inner product of ground states. Note that

⟨↑|↑⟩ = ⟨↓|↓⟩ = 0 (7.4.82)

since we can always insert 1 = b0c0 + c0b0 and c0 annihilates | ↑⟩ while b0| ↓⟩ = 0. But there
is no restriction on ⟨↑|↓⟩. So we define

⟨↓|↑⟩ = ⟨↑|↓⟩ = 1 (7.4.83)

and put the inner product of ground states to be

open string: ⟨⟨0; p, ↓| 0; p′ ↓⟩⟩ ≡ ⟨0; p, ↓ |c0| 0; p′ ↓⟩ = (2π)DδD (p− p′)

closed string: ⟨⟨0; p, ↓| 0; p′ ↓⟩⟩ ≡ ⟨0; p, ↓ |c̄0c0| 0; p′ ↓⟩ = i(2π)DδD (p− p′) .
(7.4.84)

On this space of states we impose

b0|ψ⟩ = 0 (7.4.85)
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as we will argue later, is required for physical states. We now construct the brst cohomology
on these states.

Open String:

Since physical states must be QB-closed, we see that

L0|ψ⟩ = {QB, b0} |ψ⟩ = 0. (7.4.86)

Using the expression for L0, we see that

(Lm
0 + Lg

0) |ψ⟩ = 0

=⇒

(
1

2

∑
n∈Z

: αn · α−n : −
∑
n∈Z

n : b−ncn : −1

)
|ψ⟩ = 0

=⇒

(
α′p2 +

∞∑
n=1

25∑
µ=0

αµ
−nαµn −

∞∑
n=1

(nb−ncn − nc−nbn) + c0b0 − 1

)
|ψ⟩ = 0.

(7.4.87)

Now using eqref, we obtain

m2 = −p2 = 1

α′

∞∑
n=1

n

(
Nbn +Ncn +

25∑
µ=0

Nµn

)
− 1 (7.4.88)

where we have defined the number operators

Nµn = nαµ
−nαµn, Nbn = −b−ncn, Ncn = c−nbn (7.4.89)

which counts the number of αµ
n, bn, cn oscillators in |ψ⟩ respectively. This can easily be

checked using the commutators

[αµ
n, α

ν
m] = mηµνδm+n,0, {bn, cm} = δm+n,0. (7.4.90)

Let Ĥ be the space of states satisfying egret and eqref. We claim that QB is a map from Ĥ
to Ĥ . Indeed for QB|ψ⟩, we see that

b0QB|ψ⟩ = (L0 −QBb0) |ψ⟩
= L0|ψ⟩ −QBb0|ψ⟩
= 0.

(7.4.91)

Also
L0QB|ψ⟩ = QBL0|ψ⟩ = 0 (7.4.92)

since [QB, L0] = 0. To construct the brst Hilbert space, we need to look at Ĥ . The inner

product egref on Ĥ is inconsistent. To see this, take the state |0; p, ↑⟩ = c0|0; p, ↓⟩. Then
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using the inner product, we have

⟨⟨0; p, ↑| 0; p′, ↑⟩⟩ =
〈
0; p, ↓

∣∣∣c†0c0∣∣∣ 0; p′, ↓〉
= ⟨0; p, ↓ |c0c0| 0; p′, ↓⟩
= 0

(7.4.93)

while the δ26 (p− p′) has a factor δ(0) since p, p′ are on the mass-shell. So we define a new

inner product ⟨·∥·⟩ on Ĥ in which we ignore the ghost X0 and the ghost zero modes. This
inner product will be relevant for probabilistic interpretation. Let us now work out the

first few levels of the BRST Hilbert space. Since states in Ĥ are on mass-shell we will
simply denote the ground state by |0;p, ↓⟩. At the lowest level, we have the ground state
|0; p, ↓⟩ with m2 = −p2 = −1/α′. This is tachyon of the lightcone quantisation. This state is
definitely QB-closed as can be checked using eqref. There are no QB exact states at this level.

At level 1, N = 1, a generic state is of the form

|ψ1⟩ = (e ·α−1 + βb−1 + γc−1) |0;p, ↓⟩ (7.4.94)

where e = eµ = (e1, . . . , e26) is a vector and β, γ ∈ R. From egret, we get m2 = −p2 = 0.
The norm of this state is

⟨ψ1∥ψ1⟩ = ⟨0;p, ↓ ∥ (e∗ ·α1 + β∗b1 + γ∗c1) (e ·α−1 + βb1 + γc−1) | 0;p′, ↓⟩
= (e∗ · e+ β∗γ + γ∗β) ⟨0;p, ↓ ∥0;p′, ↓⟩ .

(7.4.95)

We see that the states α0
−1 |0;p, ↓⟩ , (b−1 − c−1) |0;p; ↓⟩ are negative norm while αi

−1|0;p, ↓⟩
and (b−1 + c−1) |0;p, ↓⟩ are positive norm states. We now have to choose QB-closed states
out of these. We have

QB |ψ1⟩ =
√
2α′ (c−1p ·α−1 + c1p ·α−1) |ψ1⟩

=
√
2α′ (p · ec−1 + βp ·α−1) |0;p; ↓⟩

(7.4.96)

see [12, Page 233] for detailed calculation. Then QB |ψ1⟩ = 0 implies

p · e = β = 0. (7.4.97)

This leaves us with 26 linearly independent states, 24 out of which have positive norm and
two have norm zero. The zero norm states are c−1|0;p, ↓⟩ and p ·α−1|0;p, ↓⟩. To determine
the brst cohomology, we need to find the QB-exact states. For a state |χ⟩ of the form
(7.4.94) with e′, β′, γ′, we have

QB|χ⟩ =
√
2α′ (p · e′c−1 + β′p ·α−1) |0;p, ↓⟩. (7.4.98)

Now since [QB, L0] = 0, QB does not change the level and hence a general QB-exact state at
this level is of the form (7.4.94). So c−1|0;p, ↓⟩ is QB-exact and hence a generic class in the
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BRST cohomology has a representative of the form e · α−1|0;p, ↓⟩ for e′ = e′µ = (e′0, . . . , e
′
25)

satisfying p · e = 0. The cohomology class is

[e · α−1|0;p, ↓⟩] = {((e+ β′p) ·α−1 + γc−1) |0;p, ↓⟩ : β′, γ ∈ R} . (7.4.99)

Thus the cohomology at this level is 24 dimensional and the norm is positive-definite. One
can proceed to higher levels and show that the brst cohomology is positive-definite.

Closed String

As for open strings, we will argue later using string amplitudes that physical states must
satisfy

b0|ψ⟩ = b̄0|ψ⟩ = 0, (7.4.100)

which along with the physicality condition QB|ψ⟩ = 0 implies

L0|ψ⟩ = 0, L0|ψ⟩ = 0 (7.4.101)

As before

L0 =
α′

4

(
p2 +m2

)
, L̄0 =

α′

4

(
p2 + m̄2

)
(7.4.102)

where
α′

4
m2 =

∞∑
n=1

n

(
Nbn +Ncn +

25∑
µ=0

Nµn

)
− 1,

α′

4
m̄2 =

∞∑
n=1

n

(
N̄bn + N̄cn +

25∑
µ=0

Ñµn

)
− 1.

(7.4.103)

Repeating the same calculations as before, we obtain m2 = m̄2 = −4/α′ at level 0 which is
the tachyon. At level 1 we obtain 24×24 massless states which are the graviton, the dilation
and the B-field as we obtained in lightcone quantisation.

7.4.4 Proof of the no-ghost theorem

We saw that in Lightcone quantisation, we had no ghosts but then we lost manifest Lorentz
invariance. While in covariant quantisation, we had manifest Lorentz invariance but we had
ghosts and we pointed out the a necessary condition for ghosts to decouple from the physical
spectrum was the critical dimension D = 26 and the normal ordering constant a = 1. In this
section we prove that this is also a sufficient condition by showing an isomorphism between
the Hilbert space in lightcone quantisation and covariant quantisation.

The Setup

We will prove the no-ghost theorem in the general setting of Subsection. That is, we will
take the worldsheet cft to be d scalar fields Xµ including µ = 0 and a decoupled unitary
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cft K with central charge 26 − d plus ghosts. The cft K will be taken to be compact
meaning that the conformal primaries are discrete. The Virasoro generators of the theory is

Lm = LX
m + LK

m + Lg
m. (7.4.104)

The Hilbert space of the theory is the linear span of states of the form |N, I; p⟩; |N, N̄, I; p⟩
for the open and closed string respectively. Here N (and N̄) denotes the combined level of
the d-dimensional and ghost cft and I is a discrete label for the spectrum of the cft K and
p is the d-momentum. Let us denote the total Hilbert space by H . The additional physical
amplitude condition

b0|ψ⟩ = 0 (7.4.105)

imposes the mass-shell condition on the states:

p2 =
d−1∑
µ=0

pµp
µ = −m2 (7.4.106)

where

α′m2 =
∞∑
n=1

n

(
Nbn +Ncn +

d−1∑
µ=0

Nµn

)
+ LK

0 − 1 (7.4.107)

for the open string. For the closed string we have two expression for m2 coming from the
left and right moving sectors:

α′

4
m2 =

∞∑
n=1

n

(
Nbn +Ncn +

d−1∑
µ=0

Nµn

)
+ LK

0 − 1

α′

4
m̄2 =

∞∑
n=1

n

(
N̄bn + N̄cn +

d−1∑
µ=0

Ñµn

)
+ L̄K

0 − 1.

(7.4.108)

This is the level-matching condition in brst quantisation. Here LK
0 and L̄K

0 should be
understood as the eigenvalue of the operators LK

0 and LK
0 respectively on the states. We can

again construct the subspace Ĥ as before, is the subspace of those states which satisfy

b0|ψ⟩ = 0, L0|ψ⟩ = 0 (7.4.109)

for open string and

b0|ψ⟩ = 0, b̄0|ψ⟩ = 0 L0|ψ⟩ = 0, L̄0|ψ⟩ = 0 (7.4.110)

for closed string. We suppose the label I is an orthonormal index to define the reduced inner

product on Ĥ

⟨0, I;p∥0, J ;p′⟩ = ⟨0, 0, I;p∥0, 0, J ;p′⟩ = 2p0(2π)d−1δd−1 (p− p′) δIJ . (7.4.111)
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This inner product is covariant because of the 2p0 factor as in field theory. Let H ⊥ be

the subspace of Ĥ which do not have X0, X1, b or c excitations. Then H ⊥ has positive
definite inner product since these oscillators are the source of negative norm. When we take
d = D = 26, then it is clear that

H ⊥ ∼= HLightcone

since we projected out exactly the longitudinal excitations X0, XD−1 to define HLightcone.
We will prove that

HBRST
∼= H ⊥.

Finally we will complete the proof of the no-ghost theorem by proving that

HBRST
∼= HLightcone

∼= HCQ. (7.4.112)

Proof of HBRST
∼= H ⊥

The proof proceeds as follows: we first prove that H⊥ is isomorphic to the cohomology of
another nilpotent operator Q1 and then prove that the cohomology of Q1 is same as the
cobomology HBRST of QB. We first prove this for the open string. We begin by defining Q1.
Define the light cone oscillators

α±
n =

1√
2

(
α0
m ± α1

m

)
. (7.4.113)

It is easy to check that[
α+
m, α

−
n

]
= −mδm,−n,

[
α+
m, α+

n

]
=
[
α−
m, α

−
n

]
= 0. (7.4.114)

The number operator

N lc ≡
∑
m∈Z
m ̸=0

1

m
: α+

−mα
−
m : (7.4.115)

counts the number of α−-excitations minus the α+-excitation. This is because for n ̸= 0[
N lc, α+

n

]
=
∑
m∈Z
m̸=0

1

m
: α+

−m

[
α−
m, α

+
n

]
+
[
α+
−m, α

+
n

]
α−
m :

=
∑
m ̸=Z
m ̸=0

n

m
δn,−mα

+
−m

= −α+
n ,

(7.4.116)

and similarly [
N lc, α−

n

]
= α−

n . (7.4.117)
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We want to decompose QB as
QB = Q1 +Q0 +Q−1 (7.4.118)

such that [
N lc, Qj

]
= jQj, j = 0,±1. (7.4.119)

To do this, let us write QB explicitly. From (7.2.89) we can write the open string QB as

QB =
∑
n∈Z

cn
(
LX
−n + LK

−n

)
+

1

2

∑
m,n∈Z

(m− n) : cmcnb−m−n : −c0. (7.4.120)

Let us choose a Lorentz frame in which p+ ̸= 0. Using (7.2.89) we can write

LX
n =

1

2

∑
m∈Z

αn−m ·αm

= −1

2

∑
m∈Z

(: α+
n−mα

−
m : + : α−

n−mα
+
m :) +

1

2

∑
m∈Z

d−1∑
i=2

: αi
n−mα

i
m : .

(7.4.121)

Thus

QB =
∑
n∈Z

[
−1

2

∑
m∈Z

cn(: α
+
−n−mα

−
m : + : α−

−n−mα
+
m :) +

1

2

∑
m∈Z

d−1∑
i=2

cn : αi
−n−mα

i
m : +cnL

K
−n

]

+
1

2

∑
m,n∈Z

(m− n) : cmcnb−m−n : −c0.

(7.4.122)

From this we see that terms with no α± will commute with N lc. Terms of the form α±
mα

∓
n

for m,n ̸= 0 also commute with N lc since this has one oscillator of α− and α+ each and
N lc gives the difference of α−and α+ oscillators. Terms of the form α±

mα
∓
0 for m ̸= 0 can be

simplified to

α±
mα

∓
0 =

√
α′

2
p∓α±

m (7.4.123)

and hence does not commute with N lc. Finally

α±
0 α

∓
0 =

α′

2
p±p∓

and hence commutes with N lc. From (7.2.89), we see that to find Q1, we need to extract
terms containing α−

mα
+
0 . From first term in QB, the term n = −m in the sum over n and

from second term in QB, the term m = 0 in the sum over m contribute to Q1. Thus we see
that

Q1 = −1

2

∑
m∈Z
m ̸=0

c−mα
−
mα

+
0 − 1

2

∑
n∈Z
n̸=0

cnα
−
−nα

+
0

= −
√
α′

2
p+
∑
m∈Z
m ̸=0

α−
−mcm.

(7.4.124)
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Similarly

Q−1 = −
√
α′

2
p−
∑
m∈Z
m̸=0

α+
−mcm (7.4.125)

and rest of the terms in QB contribute to Q0. Now since Q2
B = 0, from (7.4.118) we get

(Q1 +Q0 +Q−1) (Q1 +Q0 +Q−1) = 0

=⇒
(
Q2

1

)
+ ({Q1, Q0}) +

(
{Q1, Q−1}+Q2

0

)
+ ({Q0, Q−1}) +

(
Q2

−1

)
= 0

(7.4.126)

Now since bm, cm has ghost number −1 and +1 respectively, from (7.4.122) we see that QB

has ghost number 1 and so does each Qj :

[Ng, Qj] = Qj. (7.4.127)

Using (7.4.119) [
N lc, QiQj

]
= (i+ j)QiQj (7.4.128)

Thus the N lc-eigenvalue of the terms in (7.4.126) is respectively 2, 1, 0,−1 and −2 respec-
tively. Thus each term must be zero separately. In particular Q1 and Q−1 are nilpotent.

Proposition 7.4.8. The cohomology of Q1 is isomorphic to H ⊥.

Proof. Define the operators

R ≡
√

2

α′
1

p+

∑
m∈Z
m ̸=0

α+
−mbm (7.4.129)

and

S ≡ {Q1, R} = −
∑

n,m∈Z
n,m ̸=0

{
α−
−mcm, α

+
−n, bn

}
. (7.4.130)

Using the identity

{AB,CD} = A[B,C]D + AC[B,D] + {A,C}DB + C[D,A]B, (7.4.131)
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we can simplify S as

S = {Q1, R} = −
∞∑

m=−∞
m ̸=0

∞∑
=−∞
m ̸=0

(
cmbn

[
α−
−m, α

+
−n

]
+ {cm, bn}α+

−nα
−
−m

)

= −
∞∑

m=−∞
m̸=0

∞∑
=−∞
m ̸=0

(
−ncmbnδm+n,0 + δm+n,0α

+
−nα

−
−m

)

=
∞∑

m=−∞
m̸=0

(
−mcmb−m − α+

mα
−
−m

)

=
−1∑

m=−∞

(
−mcmb−m − α+

mα
−
−m

)
+

∞∑
m=1

(
−mcmb−m − α+

mα
−
−m

)
=

∞∑
m=1

(
mc−mbm − α+

−mα
−
m −mcmb−m − α+

mα
−
−m

)
=

∞∑
m=1

(
mc−mbm − α+

−mα
−
m −m {cm, b−m}+mb−mcm −

[
α+
m, α

−
−m

]
− α−

−mα
+
m

)
=

∞∑
m=1

(
mc−mbm − α+

−mα
−
m −m+mb−mcm +m− α−

−mα
+
m

)
=

∞∑
m=1

(
mc−mbm +mb−mcm − α+

−mα
−
m − α−

−mα
+
m

)
=

∞∑
m=1

m

(
c−mbm + b−mcm − 1

m
α+
−mα

−
m − 1

m
α−
−mα

+
m

)
=

∞∑
m=1

m
(
Nbm +Ncm +N+

m +N−
m

)

(7.4.132)

where the number operator Nbm counts the number of bm oscillators and so on. For example[
N+

m, α
+
n

]
= − 1

m

[
α+
−mα

−
m, α

+
n

]
= − 1

m
α+
−m

[
α−
m, α

+
n

]
= − 1

m
(−mδm,−n)α

+
−m

= α+
n .

(7.4.133)

Using similar calculations as above, it can be checked that

[Q1, S] = 0. (7.4.134)
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Thus we can diagonalise Q1 and S together. We look at Q1 = 0 eigenspace and decompose
it into eigenspaces of S :

H Q1=0 = H S
0 ⊕

⊕
s ̸=0

H S
s (7.4.135)

where Hs is the eigenspace of S with eigenvalue s. Suppose |ψ⟩ ∈ HS, then for s ̸= 0,

|ψ⟩ = 1

s
s|ψ⟩ = 1

s
{Q,R}|ψ⟩ = 1

s
Q1R|ψ⟩ (7.4.136)

so that H S
s for s ̸= 0 is Q1-exact space. Thus the cohomology coh(Q1) of Q1 is isomorphic

to H S
0 . Next,from the relation (7.4.132), we conclude that H S

0 consists of states with no b, c
and α+, α− oscillators. Thus we see that H S

0 ⊆ H ⊥. Now since states in H ⊥ do not contain
α± or b, c oscillators, H ⊥ is Q1-closed. Thus H ⊥ ⊆ H S

0 or equivalently H S
0 = H ⊥. Next

note that H ⊥ does not contain any Q1-exact state. Indeed if |ψ⟩ ∈ H ⊥ is Q1-exact then
there exists |χ⟩ ∈ H ⊥ such that

|ψ⟩ = Q1|χ⟩ =
√
α′

2

∑
m∈Z
m ̸=0

α−
−mcm|χ⟩. (7.4.137)

But then for |ψ⟩ ̸= 0, |χ⟩ must have bm and α+
m oscillators which is a contradiction since

|χ⟩ ∈ H ⊥. Thus we have

coh(Q1) ∼= H S
0

∼= H ⊥.

We now show that HBRST and H S
0 are isomorphic which would imply that HBRST

∼= H ⊥.
To proceed let us define

U = {QB, R} − S = {Q1 +Q0 +Q−1, R} − S

= {Q0 +Q−1, R} .
(7.4.138)

It can be checked using the (anti-)commutators of α±, b, c that S commutes with N lc. Thus
they can be simultaneously diagonalised. Choose the simultaneous eigenbasis so that S is
a diagonal operator. Now from the definition of U , since R lowers N lc eigenvalue by 1 due
to α+

−m factor in each term of the sum defining R and Q0 leaves N lc eigenvalue fixed and
Q−1 also lowers N lc eigenvalue by 1, U lowers the N lc eigenvalue by one or two. Thus U is
represented by a lower triangular matrix. We now claim that

H S
0 = Ker(S) ∼= Ker(S + U) =: H S+U

0 . (7.4.139)

Indeed if |ψ0⟩ ∈ Ker(S) then

|ψ⟩ =
(
1− S−1U + S−1US−1U − . . .

)
|ψ0⟩ ∈ Ker(S + U), (7.4.140)
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since

(S + U)
(
1− S−1U + S−1US−1U − . . .

)
|ψ0⟩ =

(
S − U + US−1U − . . .+ U − US−1U + . . .

)
|ψ0⟩

= S |ψ0⟩
= 0.

(7.4.141)
The factor of S−1 makes sense because it always acts on U |ψ0⟩ which has N lc < 0 and S−1 is
well defined on such states. This implies Ker(S) ⊆ Ker(S +U). Since U is lower triangular,
Ker(S +U) ⊆ Ker(S). Thus we have proved the claim. We now repeat the argument for Q1

with QB. We begin by observing that

[S + U,QB] = 0. (7.4.142)

Indeed
[S + U,QB] = [{QB, R} , QB]

= QBRQB +RQ2
B −Q2

BR−QBRQB

= 0

(7.4.143)

where we used nilpotency of QB. We again diagonalise QB and S + U together. We look at
the QB = 0 eigenspace and decompose it into eigenspaces of S + U :

H QB=0 = H S+U
0 ⊕

⊕
t̸=0

H S+U
t . (7.4.144)

Note that we have proved that H S
0 = H S+U

0 . For a state |ψ⟩ ∈ H S+U
t , t ̸= 0

|ψ⟩ = 1

t
(S + U)|ψ⟩ = 1

t
{QBR} |ψ⟩

=
1

t
QBR|ψ⟩

(7.4.145)

so that H S+U
t , t ̸= 0 is QB-exact. Thus cohomology of QB is nontrivial only in H QB=0

0 .
Thus we have proved that

HBRST = coh (QB) = Ker(S + U) = ker(S) = HQ1=0
0 = coh (Q1) . (7.4.146)

Finally we want to check that inner product is positive definite on Ker(S + U) using the
positive definiteness of inner product on Ker(S). Any state in Ker(S + U) is of the form

|ψ⟩ =
(
1− S−1U + S−1US−1U − . . .

)
|ψ0⟩ , |ψ0

〉
∈ Ker(S). (7.4.147)

We claim that
⟨ψ∥ψ′⟩ = ⟨ψ0∥ψ′

0⟩ . (7.4.148)

To prove this claim we observe that inner product of two states is nonzero only when their
lightcone numbers N lc add to zero. Now ⟨ψ∥ψ′⟩ is a linear combination of terms of the form〈

ψ0

∣∣∣((S−1U
)m)† (

S−1U
)n∣∣∣ψ′

0

〉
. (7.4.149)
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Since S has N lc = 0 (since it commutes with N lc) and U is a sum of N lc = −1 and N lc = −2
terms, hence (S−1U)

m
has N lc < 0 unless m = 0. To compute the inner product we will need

to use the commutation relations between
(
(S−1U)

m)†
and (S−1U)

n
and the inner product

vanishes unless m = n = 0. This proves the claim and hence the positive definiteness of the
inner product.

We now complete the proof of no-ghost theorem.

Proof of HCQ
∼= HBRST

∼= HLightcone

In the previous section, we proved that HBRST
∼= HLightcone. We now prove that HCQ

∼=
HBRST. Consider the map

HCQ −→ HBRST

|ψ⟩ 7−→ |ψ, ↓⟩
(7.4.150)

where |ψ⟩ is a matter cft state. From the expression for the brst charge, we see that

QB|ψ, ↓⟩ =
∞∑
n=0

c−n (L
m
n − δn,0) |ψ, ↓⟩ = 0 (7.4.151)

where we used the fact that bn| ↓⟩ = 0 for n ≥ 0 and cn| ↓⟩ = 0 for n > 0. We also used
the fact that Lm

n |ψ⟩ = 0 for n > 0 and Lm
0 |ψ⟩ = |ψ⟩, see (3.3.8) and recall that the normal

ordering constant a = 1 in covariant quantisation. Thus states in HCQ gets mapped to
QB-closed states. Note that HCQ is obtained by modding out null states and so, we need to
show that the map is well-defined. Indeed if

|ψ⟩ − |ψ′⟩ ∈ Hnull (7.4.152)

then |ψ, ↓⟩ − |ψ′, ↓⟩ must be QB-exact since |ψ, ↓⟩ − |ψ′, ↓⟩ has norm zero and the norm is
positive definite on HBRST by the isomorphism of HBRST with HLightcone. We now show that
the map is injective. Indeed if |ψ, ↓⟩ − |ψ′, ↓⟩ is QB-exact, there exists |χ⟩ such that

|ψ, ↓⟩ − |ψ′, ↓⟩ = QB|χ⟩ (7.4.153)

Now since | ↓⟩ has ghost number −1
2
and QB has ghost number 1, |χ⟩ must have ghost

number −3
2
. Thus we can expand |χ⟩ as

|χ⟩ =
∞∑
n=1

b−n |χn, ↓⟩+ · · · (7.4.154)
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where the ellipsis contains states with at least one c and two b excitations. Then we get

QB|χ⟩ =
∞∑
n=1

(
∞∑

m=0

cm
(
Lm
−m − δm,0

)
b−n |χn, ↓⟩

)

=
∞∑

m,n=1

cmL
m
−mb−n |χn ↓⟩+

∞∑
n=1

(c0L
m
0 b−n − c0b−n) |χn ↓⟩

=
∞∑

m,n=1

cmL
m
−mb−n |xn, ↓⟩+

∞∑
n=1

c0b−n (L
m
0 − 1) |χn ↓⟩

=
∞∑

m,n=1

cmL
m
−mb−n |χn, ↓⟩

=
∞∑
n=1

Lm
−n |χn, ↓⟩

(7.4.155)

where we have retained terms on the rhs which correspond to ghost ground states since
the lhs has only ghost ground states. Terms on the rhs which have ghost excitations must
vanish independently because of different ghost numbers of each individual terms. We used
the anti-commutator

{bm, cn} = δm,−n. (7.4.156)

Thus we see that

|ψ⟩ − |ψ′⟩ =
∞∑
n=1

Lm
−n |χn⟩ . (7.4.157)

Now since the lhs satisfies the physicality condition

(Lm
m − δm,0) (|ψ⟩ − |ψ′⟩) = 0, m ≥ 0, (7.4.158)

the right hand side is also physical. On the other hand, a state of the form

∞∑
n=1

Lm
−n |χn⟩ (7.4.159)

is obviously orthogonal to all physical states and hence it is spurious as well as physical
implying that it is null. This shows that |ψ⟩ = |ψ′⟩ in the quotient space HCQ.

We now show that the map is surjective. Take a QB-cohomology class and consider the
operator N ′ = 2N− + Nb + Nc which counts the total number of (twice the) α−

n , b and c
excitations. One can check that R has N ′ = −1 and Q0 +Q−1 has terms with with varying
N ′ but no term with N ′ = 1. Thus U = {R,Q0 +Q−1} cannot increase N ′. Noting the
|ψ0⟩ ∈ Ker(S) has N ′ = 0 and S has N ′ = 0 we see that the state

|ψ⟩ =
(
1− S−1U + S−1US−1U − . . .

)
|ψ0⟩ (7.4.160)
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has N ′ ≤ 0, but by definition N ′ ≥ 0 and hence N ′|ψ⟩ = 0 and hence it has no,α−
n b or c

excitations implying that
|ψ⟩ ∈ Ker(S + U) (7.4.161)

is of the form |ψ, ↓⟩ for some |ψ⟩ ∈ HCQ and hence has a preimage. Thus we have proved
that HCQ

∼= HBRST.
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Chapter 8

String Compactification

8.1 Toroidal Compactification

8.1.1 T-duality of Closed Strings

For the closed string, Let us take x25 to be periodic. The massshell condition becomes

M2 = −pupµ =
(
p25L
)2

+
4

α′ (N − 1)

=
(
p25R
)2

+
4

α′ (Ñ − 1).

Adding the two equation gives

M2 =
n2

R2
+
ω2R2

α′2 +
2

α′ (N + Ñ − 2)

and substracting them gives
nω +N − Ñ = 0

The first term in the mass equation is the contribution from momentum n/R in x25 direction.
The second term comes from the tension of the string stretching ω times around the s1 picking
up a contribution of 2πωRT to the mass, where T = 1/2πα′ is the string tension. Let us look
at the massless spectrum. A state becomes massless if n = w = 0 and N = Ñ = 1. These
are the (24)2 level 1 states from string theory. Let us list them: (i) αµ

−1α̃
v
−1|0, p⟩, µ, v =

0, 1, . . . , 24. This as before breaks as a Graviton, dilator and the anti-symmetric B-field.
(ii) αµ

−1α̃
25
−1|0; p⟩ and α25

−1α̃
µ
−1|0; p⟩ which are both vector fields. The fields αµ

−1α̃
25
−1|0; p⟩ ±

α25
−1α̃

µ
−1|0; p⟩ can be identified with the gauge fields coming from the metric and B-field in

26 dimensions respectively. (iii) α25
−1α̃

25
−1|0; p⟩ is another scalar which can be identifield with

the scalar σ coming from the metric.
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Appendix A

Wigner’s Classification of
Representations of Poincaré Group

In this appendix, we will briefly review Wigner’s little group method of classifying the
irreducible representations of the Poincaré group. The idea is mathematically enlightening
and and motivated a lot of research in representation theory. But here we will not delve into
the mathematically rigorous treatment, the interested reader can look up [10] for a summary
of the mathematical theory. Rather we will take a more physical approach on the lines of
Weinberg’s quantum theory of fields book [16]. We begin by discussing Wigner’s proposal
of interpreting elementary particles as irreducible representations of the Poincaré group. We
assume familiarity with basic terminology of topology.

A.1 Projective Representations

Let |Ψ⟩ be a state in Hilbert space H. Note that any two states |Ψ⟩ and |Φ⟩ which are
nonzero and related by

|Ψ⟩ = λ|Φ⟩ λ ∈ C∗ := C\{0} (A.1.1)

are the same quantum mechanical states. So it is pertinent to consider the quotient space
of H∗ = H\{0} as P(H) := H∗/ ∼ where |Ψ⟩ ∼ |Φ⟩ if and only if (A.1.1) is true. The
quotient space P(H) is called the projectivised Hilbert space. Recall that the probability
amplitude of transition from |Ψ⟩ to Φ is given by

p(|Ψ⟩, |Φ⟩) = ⟨Ψ | Φ⟩
⟨Ψ | Ψ⟩⟨Φ | Φ⟩

.

In the quotient topology on P(H), p induces a continuous map1 on P(H) which we denote
by p̃. A homeomorphism T : P(H) −→ P(H) satisfying

p̃(T [Ψ], T [Φ]) = p̃(|Ψ⟩, |Φ⟩)
1it is a standard result in quotient topology. See for example Topology by Munkres.
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where [Φ], [Ψ] are equivalence classes in P(H), is called a projective automorphism. The set
of all such maps, denoted by Aut(P(H)), is a group called projective automorphism group.
The action of this group on P(H) leaves transition probabilities invariant. Now consider a
particle in the Minkowski space R1,D−1. The symmetry group of this space is precisely the
Poincaré group2 which we denote by P . Let two observers O and O′, related by Λ ∈ P ,
measure the quantum mechanical particle. In general, there measurement result will reveal
different states, say [Ψ] and [Ψ′] respectively. Thus physically one expects that transition
probabilities in O and O′ be same. This means that the two states must be related by some
projective automorphism:

[Ψ] = TΛ[Ψ
′], for some TΛ ∈ Aut(P(H)).

If O = O′ then TΛ = Id and we should have TΛ = TId = Id ∈Aut(P(H)). Lastly if a third
observer O′′, related to O′ by Γ, measures the state then we must impose TΛ ◦ TΓ = TΛ◦Γ.
Thus the change of frame induces a representation Π : P −→ Aut(P(H)). This is called the
projective representation.

A.2 Elementary Particles

The representation (Π,H) of the Poincaré group is called irreducible if the only nontrivial
closed invariant subspace of H is H. That is Π(P)(V ) ⊆ V if and only if V = H. The closed
condition is technical: we want the invariant subspace to be a Hilbert space in its own right
which is not automatically true in infinite dimensional Hilbert space unless the subspace is
closed.

Wigner suggested that the irreducible projective representations of the Poincaré group cor-
respond to elementary particles within the quantum system under consideration. Wigner’s
argument was as follows: an elementary particle in a quantum mechanical system is a vector
in P(H). As discussed, different observers will see different vectors in P(H) corresponding to
the elementary particle. All these vectors must be related by some projective automorphism.
The set of all these vectors constitutes P−invariant subspace of P(H) and hence we obtain
a subrepresention of (Π,H). This subrepresentation can be thought of as a subsystem which
is elementary if it is irreducible (otherwise it will have more smaller subsystems). This re-
duces the problem of determining all relativistic free particles in Minkowski spacetime to the
mathematical task of finding all irreducible projective representations of the Poincaré group.

2mathematically speaking, the symmetry group of a Riemannian manifold (M, g) is the group of all
diffeomorphisms from M to itself whose pullback preserves the metric.
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A.3 Projective Representations of the Poincaré

Group

Let us now take a look at the Poincaré group more closely. We begin by defining semidirect
product.

Definition A.3.1. Let H and N be groups and suppose there is a a group homomorphism
ϕ : H → Aut(N). Then the semidirect product of H by N , denoted H⋉N which has H×N
as underlying set, and multiplication defined by (h, n) · (h′, n′) = (hh′, nϕ(h) (n′)) .

Each element of the Lorentz group SO(1, D− 1) defines an automorphism of R1,D−1 defined
by matrix multiplication. Thus we can form the semidirect product SO(1, D − 1)⋉R1,D−1.
The physically relevant Poincaré group is the semidirect product of the proper orthochronous
Lorentz group and the abelian translation group. That is

P = ISO(1, D − 1) = SO(1, D − 1)I ⋉R1,D−1

where SO(1, D − 1)I is the connected component of identity in the Lorentz group. The
Poincaré algebra is generated by the generators of translations and Lorentz transformations
denoted by P µ and Mµν respectively. They satisfy the Poincaré algebra:

i [Mµν ,Mρσ] = ηνρMµσ − ηµρMνσ − ησµMρν + ησνMρµ

i [Pµ,Mρσ] = ηµρPσ − ηµσPρ

i [Pµ, Pρ] = 0.

The third commutator says that Pµ commutes among themselves. So we start with states
in P(H) which are simultaneous eigenvectors of P µ. We label all other degrees of freedom
by σ. We have

P µψq,σ = qµψq,σ.

Note that infinitesimal translations are represented by U = 1 − iP µεµ and repeating this,
we obtain finite translations

U(1, a) = e−iPµaµ .

so that
U(1, a)ψq,σ = e−iq·aψq,σ.

These U(I, a) are the projective representations of the translation part of the Poincaré
group. Usually the physical requirement restricts U to be unitary which restricts P µ to be
Hermitian. Recall that

(Λ, a) · (Λ′, a′) = (ΛΛ′, a′ + Λa) in P
(Λ, a)−1 = (Λ−1,−Λa) .

An infinitesimal Poincaré transformation with parameters ω, ε is unitarily represented as

U(1+ ω, ε) = 1+
i

2
ωµνM

µν − εµP
µ + . . . .
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So For a general Λ ∈ SO(1, D − 1) we have

U(Λ, a)U(1+ ω,∈)U(Λ, a)−1 = U
(
Λ(1+ ω)Λ−1,Λε− ΛωΛ−1a

)
.

Using infinitesimal version upto linear order in ω, we get

U(Λ, a)

[
1+

i

2
ωµνM

µν − εµP
µ

]
U(Λ, a)−1 = 1+

i

2

(
ΛωΛ−1

)
µν
Mµν −

(
Λε− ΛωΛ−1a

)
µ
P µ.

Comparing coefficients of ωµν and εµ, we get

U(Λ, a)MµνU(Λ, a)−1 =
(
Λ−1

)µ
λ

(
Λ−1

)ν
ρ

(
Mλρ − aλP ρ + aρP λ

)
U(Λ, a)P ρU(Λ, a)−1 =

(
Λ−1

)ρ
µ
P µ.

(A.3.1)

Our aim now is to find the projective representation of the Lorentz part of the Poincaré
group. Indeed if U(Λ, 0) ≡ U(Λ) is such a representation then

P µU(Λ)ψp,σ = U(Λ)U(Λ)−1P µU(Λ)ψp,σ

= U(Λ)Λµ
νP

νψp,σ

= (Λp)U(Λ)ψp,σ.

So we must have

U(Λ)ψp,σ =
∑
σ′

Cσ′σ(Λ, p)ψΛp,σ′ . (A.3.2)

In general, this representation is reducible. since this is a unitary representation, a theorem
in representation theory says that it is completely reducible, that is it can be written as a
direct sum of irreducible representations of invariant subspaces of eigenvectors of P µ with
eigenvalue Λp. Our goal is to classify all such irreducible representations. To do so, we first
calculate the orbit of action of Lorentz group on R1,D−I . It is clear that SO(1, D− 1)I fixes
p2 for all p ∈ R1,D−1 but when p2 ≤ 0 then it also fixes the sign of p0. Accordingly we get
the following orbits:

1. p2 = m2 > 0 : one sheeted hyperboloid.

2. p2 = −m2 < 0 : two sheeted hyperboloid corresponding to p0 > 0 or p0 < 0.

3. p2 = 0 : cone with vertex at the origin.

Now given any pµ, one can choose (depending on the orbit of pµ) a standard qµ such that

pµ = Lµ
ν (p)q

ν ,

where Lν ∈ SO(1, D − 1)I . By above discussion

ψp,σ = N(p)U (Lµ
ν (p))ψq,σ,
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where N(p) is some normalesation factor. Now for any Λ ∈ SO(1, D − 1)I we have

U(Λ)ψp,σ = N(p)U(Λ)U(L(p))ψq,σ

= N(p)U(L(Λp))U
(
L−1(Λp)ΛL(p)

)
ψq,σ,

where we used property of group representations. Note that

L−1(Λp)ΛL(p)q = L−1(Λp)Λp = q.

The set of all such elements of Λ is called the stability group of q also called the little group.
For any two elements W,W in the little group of q, we have

U(W )ψq,σ =
∑
σ′

Dq
σ,σ′(W )ψq,σ′

and

U(WW )ψq,σ =
∑
σ′

Dq
σ,σ′(W )

∑
σ′′

Dq
σ′,σ′′(W )ψq,σ′′

=
∑
σ′,σ′′

Dq
σ,σ′(W )Dq

σ′,σ′′(W )ψq,σ′′

=
∑
σ′′

Dq
σ,σ′′(WW )ψq,σ′′ ,

where
Dq

σ,σ′′(WW ) =
∑
σ′

Dq
σ,σ′(W )Dq

σ′,σ′′(W ).

Thus we see that Dq(W ) is a representation of the little group. So putting W (Λ, p) =
L−1(Λp)ΛL(p) we have

U(W (Λ, p))ψq,σ =
∑
σ′

Dσ,σ′(W (Λ, p))ψq,σ′ .

So that
U(Λ)ψp,σ = N(p)

∑
σ′

Dσ,σ′(w(Λ, p))U(L(Λp))ψq,σ′

=
N(p)

N(Λp)

∑
σ′

Dσ,σ′(W (Λ, p))ψΛp,σ′ .

Hence apart from the normalisation factor, the problem of finding unitary irreducible repre-
sentations of Poincaré group has been reduced to finding unitary irreducible representations
of the little group corresponding to each orbit. So we first find the little group corresponding
to each orbit.

1. q2 = m2 > 0 : by going to rest frame, we can set qµ to qµ = (0, 0, · · · , 0,m). Looking at
the form of this vector, we can see that the little group is SO(1, D− 2)I ↪→ SO(1, D−
1)I .
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2. q2 = −m2 < 0 : , by going to rest frame, we can take qµ to be qµ = (m, 0⃗). Clearly the
little group is SO(D − 1).

3. q2 = 0 : the little group computation is not so obvious. Although it turns out to be
the Euclidean group E(D − 2) = SO(D − 2) ⋉ RD−2. This is the isometry group of
RD−2 with the Euclidean metric.

In q2 = 0, one case is qµ = 0 whose stabiliser is the whole Poincaré group P .

Gender Orbit Little Group Unitary Representation

q2 = −m2 Mass shell SO(D − 1) Massive
q2 = −m2 Hyperboloid SO(1, D − 1)I Tachyonic
q2 = 0 Lightcone E(D − 2) Massless
qµ = 0 Origin P Zero Momentum

Physically, Tachyonic representations are not accepted. So we will only deal with the other
two. One can use the little group method to find all irreducible representations of the Eu-
clidean group. The idea is to go to the Lie algebra of E(D−2) and identify the “translations”
generators and repeat the procedure above. The upshot of this computation is that we get
two orbits and the corresponding little groups are called short little groups. The correspond-
ing unitary irreducible representations are labelled as helicity and infinite spin. The analogue
of the Lorentz group here is obviously SO(D − 2). The short Little group corresponding to
infinite spin is S0(D − 3) and that for infinite spin is SO(D − 2).

Next one can use Young Tableau to embed the irreducible representations of the Little
groups in all cases into tensorial representations. For the particular case that we will be
dealing with, we would like to find the massless irreducible representations of dimension
(D − 2)2 of the Poincaré group. It turns out that it is the direct sum of three irreducible
parts:

Traceless symmetric⊕Antisymmetric⊕Trace (Scalar)

Dim:
(D − 2)(D − 1)

2
− 1

(D − 2)(D − 3)

2
1
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Appendix B

Symmetry Generators: Generators of
the Conformal Algebra

In this appendix, we describe the general principle of symmetry transformations at classical
and quantum level and the general method of finding the generators of symmetry transfor-
mation. We also describe the consequences of symmetries in classical and quantum theories
namely, Noether’s theorem and Ward identities respectively. As an application, we compute
the generators of conformal symmetry and the corresponding charges and describe the Ward
identities.

B.1 Continuous Symmetry Transformations

Let Φ : R1,D−1 −→ M be a field from the spacetime to some target manifold. Its dynamics
is governed by an action by virtue of the Euler-Lagrange equations. The action generally is
a functional of Φ and its first derivatives:

S[Φ] =

∫
dDxL(Φ, ∂µΦ),

where L(Φ, ∂µΦ) is the Lagrange density. Suppose we transform the field as Φ −→ Φ′ =
F(Φ). Then the action also transforms as S[Φ] −→ S[Φ′] =: S ′[Φ].

Definition B.1.1. (i) A transformation of field Φ −→ Φ′ = F(Φ) is called a symmetry of
the action S[Φ] is under the transformation of field the action remains invariant in the
sense that S ′[Φ] = S[Φ].

(ii) A symmetry Φ −→ Φ′ = F(Φ) of the action is called a continuous symmetry is the
transformation of the field is parametrised by a continuous parameter α. A symmetry
which is not continuous is called discrete.

(iii) A symmetry Φ −→ Φ′ = F(Φ) is called a spacetime symmetry if the field transformation
results from a spacetime transformation. Otherwise it is called internal symmetry.
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(iv) A symmetry Φ −→ Φ′ = F(Φ) is called local symmetry if the field transforms differently
at different spacetime points. If the field transforms in exactly the same way at every
spacetime point, then it is called global symmetry.

Since we will mostly be considering symmetries with respect to conformal transformations
which is a spacetime transformation, we will restrict our attention to spacetime symmetries.

B.1.1 Spacetime Symmetries

Consider a spacetime transformation

x −→ x′(x)

Φ(x) −→ Φ′ (x′)
(B.1.1)

Under such a transformation, the field Φ changes in two ways: first by the functional change
Φ′ = F(Φ) where we have expressed the new field Φ′ as a function of the old field Φ, and
second by the change of argument x −→ x′. Expressing the new field at x′, we see that

Φ′ (x′) = F(Φ(x)). (B.1.2)

This way of looking at symmetry transformations is called active transformation. Under
such a transformation, the action transforms as

S ′ =

∫
dDxL (Φ′(x), ∂µΦ

′(x))

=

∫
dDx′L

(
Φ′ (x′) , ∂′µΦ

′ (x′)
)

=

∫
dDx′L

(
F(Φ(x)), ∂′µF(Φ(x))

)
=

∫
dDx

∣∣∣∣∂x′∂x

∣∣∣∣L (F(Φ(x)), (∂xν/2x′µ) ∂νF(Φ(x))) ,

where
∣∣∂x′

∂x

∣∣ is the Jacobian of variable change. We have changed variables x −→ x′ according
to the transformation (B.1.1) and used (B.1.2) and in first two steps finally again made a
change of variables in last step.

Example B.1.2. (i) Translation: it is defined as

xµ −→ x′µ = xµ + aµ

Φ′(x+ a) = Φ(x)

It is clear that S ′ = S. The action is invariant under translations, unless it depends
explicitly on position.
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(ii) Lorentz Transformation: under Lorentz transformation Λ ∈ SO(1, D − 1),

x′µ = Λµ
νx

ν

Φ′(Λx) = LΛΦ(x),

where we have assumed that the fields transform linearly with respect to Lorentz
transformation, so that the operators LΛ furnish a representation of the Lorentz group.
Depending on the action and the representation Φ of the Lorentz group, the action
may or may not be invariant under Lorentz transformation.

(iii) Scale Transformations: it is defined as

x′ = λx

Φ′(λx) = λ−∆Φ(x)

where λ is the dilation factor and ∆ is called the scaling dimension of the field Φ.
Note that the Jacobian of this transformation is |∂x′/∂x| = λD. Thus we have

S ′ = λD
∫
dDxL

(
λ−∆Φ, λ−1−∆∂µΦ

)
As an example, consider the action of a massless scalar field φ in spacetime dimension
D:

S[φ] =

∫
dDx∂µφ∂

µφ.

It is easily checked that this action is scale invariant if we make the choice

∆ =
1

2
D − 1.

B.2 Infinitesimal Transformation and Noether’s

Theorem

We now consider continuous transformations and study their effect when the parameter is
very small. We will keep the parameter only upto linear order. Such a general transformation
may be written as

x′µ = xµ + ωa
δxµ

δωa

Φ′ (x′) = Φ(x) + ωa
δF
δωa

(x),

(B.2.1)

where {ωa} is a set of infinitesimal parameters.

Definition B.2.1. The generator Ga of a symmetry transformation is defined by the fol-
lowing expression

δωΦ(x) ≡ Φ′(x)− Φ(x) ≡ −iωaGaΦ(x).
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Observe that to first order in ωa,

Φ′ (x′) = Φ(x) + ωa
δF
δωa

(x)

= Φ (x′)− ωa
δxµ

δωa

∂µΦ (x′) + ωa
δF
δωa

(x′) .

This gives an explicit expression for the generators:

iGaΦ =
δxµ

δωa

∂µΦ− δF
δωa

(B.2.2)

Example B.2.2. (i) Infinitesimal translation: for an infinitesimal translation by a vector
εµ (the index a becomes here a spacetime index), we have δxµ/δεν = δµν and F is trivial.
Thus using (B.2.2), we see that the generator is simply

Pµ = −i∂µ.

(ii) Infinitesimal Lorentz transformation: an infinitesimal Lorentz transformation has the
form

x′µ = xµ + ωµ
νx

ν

= xµ + ωρνη
ρµxν .

Using (1.2.1), we can easily see that ωµν = −ωνµ. This antisymmetry gives the
following variation of coordinates:

δxµ

δωρν

=
1

2
(ηρµxν − ηνµxρ) .

The field Φ transforms as

F(Φ) = LΛΦ, LΛ ≈ 1− 1

2
iωρνS

ρν

where Sρν is some Hermitian matrix obeying the Lorentz algebra (generator of Lie
algebra in the particular representation in which Φ belongs). Using (B.2.2), we get

1

2
iωρνL

ρνΦ =
1

2
ωρν (x

ν∂ρ − xρ∂ν) Φ +
1

2
iωρνS

ρνΦ

where Lρν is the generator. The factor of 1
2
preceding ωρν in the definitions of Lρν

and Sρν cancels the double counting of transformation parameters. The generators of
Lorentz transformations are thus

Lρν = i (xρ∂ν − xν∂ρ) + Sρν .

In particular, if we take Φ(x) = x, then F is trivial and the generator is simply Lµν =
i (xµ∂ν − xν∂µ) which is just the angular momentum operator. Thus on spacetime,
Lorentz transformation is generated by the angular momentum operator.
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(iii) Infinitesimal dilatation: let x −→ x′ = (1 + α)x be an infinitesimal scaling then it is
clear that δx/δα = x. Next, the field transforms as Φ′((1 + α)x) = (1 + α)−∆Φ(x)
where ∆ is the scaling dimension of the field Φ. Thus we have

δF
δα

=
δ

δα
((1−∆α)Φ(x)) = −∆Φ(x).

Thus using (B.2.2), we find that the generator of infinitesimal dilation in the represen-
tation Φ is

D := −ixµ∂µ − i∆. (B.2.3)

B.2.1 Generators of Conformal Transformations

As described in Subsection 5.2.1, conformal transformation in dimensions D ≥ 3 include
four different kinds of transformations. We will now find the spacetime generators of those
transformations which we directly indicated in Subsection 5.2.1.

(i) Translation: we already computed the generator for any field Φ. In particular, for the
field Φ(x) = x, the generator is

Pµ = −i∂µ.

(ii) Lorentz transformation: the spacetime generator for Lorentz transformation was com-
puted to be

Lµν = i (xµ∂ν − xν∂µ) .

(iii) Dilatation: let α be an infinitesimal dilatation parameter, then x −→ x′ = (1 + α)x.
Thus we have

δxµ

δα
= xµ.

Hence the generator D of dilatation can be directly read off from (B.2.2),

D = −ixµ∂µ.

(iv) Special conformal transformation: let bµ be an infinitesimal SCT parameter. Then
spacetime transforms as

x′µ = xµ + 2(x · b)xµ − (x · x)bµ.

Thus we quickly find that

δxµ

δbν
= 2xρδ

ρ
νx

µ − (x · x)δµν .

Hence the generator is
Kµ = −i(2xµxν∂ν − (x · x)∂µ).
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(v) Two dimensional infinitesimal conformal transformations: in Subsection 5.3.1, we con-
cluded that infinitesimal conformal transformations in complex coordinates are given
by

z′ = z + ε(z) = z +
∑
n∈Z

εn
(
−zn+1

)
z̄′ = z̄ + ε̄(z̄) = z̄ +

∑
n∈Z

ε̄n
(
−z̄n+1

)
So the generator corresponding to z′ = z−εnzn+1 and z̄′ = z̄− ε̄nz̄n+1 can be computed
similar to above cases. Indeed for the transformation of z, we have

δz

δεn
= −zn+1.

Using (B.2.2)1 we get,
ln = −zn+1∂z.

Similarly we get the conjugated generator.

B.2.2 Noether’s Theorem

In classical field theory, the dynamics is governed by the action of the classical field. A
classical symmetry is a symmetry of the action under some transformation of the field.
Noether’s theorem is a statement about a particularly fruitful consequence of continuous
symmetries.

Theorem B.2.3. Let Φ be a classical field and S[Φ] be its action. Given a continuous
symmetry parametrised by ωa of the action, there exists a conserved current jµa in the sense
that when the classical equations of motion are satisfied then

∂µj
µ
a = 0.

We will not prove this theorem here as it is a standard result covered in any quantum field
theory course. If we explicitly write the transformation of field as

x′µ = xµ + ωa
δxµ

δωa

Φ′ (x′) = Φ(x) + ωa
δF
δωa

(x),

then the conserved current jµa is given by

jµa =

{
∂L

∂ (∂µΦ)
∂νΦ− δµνL

}
δxν

δωa

− ∂L
∂ (∂µΦ)

δF
δωa

, (B.2.4)

1we have to remove i since we are already in complex coordinates.
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where L is the Lagrangian density. Under the transformation, the action changes as follows:

δS = −
∫
dxjµa∂µωa, (B.2.5)

which after integration by parts yields the conservation of current under the assumption that
the classical equations of motions are satisfied. Observe that we can add any antisymmetric
tensor to the current without affecting its conservation. Indeed for

jµa −→ jµa + ∂νB
νµ
a , Bνµ

a = −Bµν
a

∂µ∂νB
νµ
a = 0 by antisymmetry. Thus although the expression (B.2.4) for jµa is cannonical,

it is somewhat ambiguous.

B.3 Quantum Symmetries: Ward Identity

In previous sections, we discussed classical symmetries which has nothing to do with quantum
field theory. We now discuss what it means for a classical symmetry to also be a symmetry
of the corresponding quantum theory.

In quantum theory, the most important objects are correlation functions. Consider a theory
with field Φ with action S[Φ]. The n-point correlation function is given by

⟨Φ(x1)Φ(x2) · · ·Φ(xn)⟩ =
∫
[DΦ]Φ(x1)Φ(x2) · · ·Φ(xn) exp(−S[Φ])∫

[DΦ] exp(−S[Φ])
.

We can say something about the classical symmetry in quantum theory by looking at these
correlation function. Indeed, suppose Φ −→ Φ′ be a symmetry of the action S[Φ], that is a
classical symmetry. Thus we see that in quantum theory, we need the exponential exp(−S[Φ])
to be invariant under the transformation. But this is not it. Under this transformation, the
integral measure [DΦ] may change non trivially and may not remain invariant. Then even if
the field transformation is a classical symmetry, it may not be a quantum symmetry in the
sense that the correlation functions change under the transformation and hence the quantum
theory may change entirely.

We have the following theorem if we assume that the integral measure is also invariant under
a continuous classical symmetry transformation.

Theorem B.3.1. Suppose (B.1.1) and (B.1.2) be a classical symmetry of the action S[Φ].
Suppose also that the functional integration measure [DΦ] is also invariant under (B.1.2).
Then we have

⟨Φ (x′1) · · ·Φ (x′n)⟩ = ⟨F (Φ (x1)) · · · F (Φ (x1))⟩ .

Proof. The proof is straightforward using change of variables.
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Example B.3.2. (i) Under translation x −→ x+ a, we have

⟨Φ (x1 + a) · · ·Φ (xn + a)⟩ = ⟨Φ (x1) · · ·Φ (xn)⟩ .

(ii) Lorentz invariance of scalar fields results in the following identity

⟨Φ (Λµ
νx

ν
1) · · ·Φ (Λµ

νx
ν
n)⟩ = ⟨Φ (xµ1) · · ·Φ (xµn)⟩ .

(iii) Scale invariance of scalar fields ϕi with scaling dimensions ∆i gives

⟨ϕ1 (λx1) · · ·ϕn (λxn)⟩ = λ−∆1 . . . λ−∆n ⟨ϕ1 (x1) · · ·ϕn (xn)⟩ .

Another consequence of a classical symmetry and the invariance of functional integral mea-
sure is the following theorem:

Theorem B.3.3. (Ward Identities) Let (B.2.1) be a classical infinitesimal symmetry of the
action S[Φ] with generators Ga and corresponding classical conserved current jµa . Suppose
also that functional integral measure is invariant under the symmetry transformation of
fields. Then we have

∂

∂xµ
⟨jµa (x)Φ (x1) · · ·Φ (xn)⟩ = −i

n∑
i=1

δ (x− xi) ⟨Φ (x1) · · ·GaΦ (xi) · · ·Φ (xn)⟩ .

Ward identity is the quantum version of Noether’s theorem. Given a classical symmetry, it
survives quantisation if the corresponding Ward identity holds and we say that the classical
symmetry is also a quantum symmetry.

Definition B.3.4. A classical symmetry Φ −→ Φ′ is called an anomaly if the corresponding
Ward identity does not hold. In this case we say that we have a quantum symmetry breaking.

There are other aspects of symmetry braking a quantum level, spontaneous symmetry break-
ing for example in which case the projective unitary representation of the classical symmetry
group does not keep the ground state of the quantum theory invariant. We will not delve
further into these topics.

We will use Ward identities in conformal field theory very often. Ward identity of fields
characterises them as primary or non primary fields.
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